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Introduction
Functional framework and life cycle management (LCM) were studied during Rel-18 AI/ML for NR air interface study item. The LCM procedure is studied for both functionality-based LCM (from below section, we use ‘F-LCM’ to replace “functionality-based LCM” for short) and model-ID based LCM, where model ID, if needed, can further be used in a functionality for LCM operations [1]. 
Following objectives are captured in WID for specifying signalling and protocol aspects of LCM [2]:
	· AI/ML general framework for one-sided AI/ML models within the realm of what has been studied in the FS_NR_AIML_Air project [RAN2]:
· Signalling and protocol aspects of Life Cycle Management (LCM) enabling functionality and model (if justified) selection, activation, deactivation, switching, fallback
· Identification related signalling is part of the above objective 
· Necessary signalling/mechanism(s) for LCM to facilitate model training, inference, performance monitoring, data collection (except for the purpose of CN/OAM/OTT collection of UE-sided model training data) for both UE-sided and NW-sided models
· Signalling mechanism of applicable functionalities/models
· Beam management - DL Tx beam prediction for both UE-sided model and NW-sided model, encompassing [RAN1/RAN2]:
· Specify necessary signalling/mechanism(s) to facilitate LCM operations specific to the Beam Management use cases, if any
· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE 
· Positioning accuracy enhancements, encompassing [RAN1/RAN2/RAN3]:
· Specify necessary measurements, signalling/mechanism(s) to facilitate LCM operations specific to the Positioning accuracy enhancements use cases, if any
· Investigate and specify the necessary signalling of necessary measurement enhancements (if any)
· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE for relevant positioning sub use cases


As suggested by Chair’s guideline, necessary signalling/mechanism of F-LCM is discussed separately for NW-sided model and UE-sided model.
In this contribution, as suggested in the agenda item, we mainly focus on BM and positioning accuracy enhancement use cases with NW-sided model, which is captured in TR 38.843 as below [1]:
	BM (BM-Case1 and BM-Case2)
Positioning accuracy enhancement:
· (2nd priority) Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· (1st priority) Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
· (1st priority) Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning


We first discuss the general aspects of F-LCM and then discuss impact from NW-sided model to LCM each LCM component respectively.
Discussion
Understanding of “functionality”
As defined in TR 38.843 [1], F-LCM operation is defined as providing a given functionality in some AI/ML operations. Before discussing the necessary operations required by F-LCM, we first discuss about the understanding of terminology “functionality”, as suggested by Chair’s guideline:
	Contributions should focus on general understanding of LCM procedure (except for data collection and model transfer/delivery), what is required to enable the UE to perform different steps of the LCM procedure, what is the granularity of functionality, dependencies with RAN1 and what is needed from RAN1 to progress in RAN2


It is captured in TR 38.843 [1]:
	for UE-side models and/or UE-part of two-sided models, functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability.


This understanding of “functionality” can also be applicable to NW-sided model. The next question is - What is the granularity of “AI/ML-enabled Feature/FG”?
Following options can be further discussed in RAN2:
Option 1: (sub-)use case 
In this option, AI/ML-enabled feature/FG means the (sub-)use case itself. Indicating support of AI/ML-enabled feature/FG implies supporting of all required LCM operations for the (sub-)use case.
In this case, “functionality” refers to:
· BM Case 1
· BM Case 2
· Direct AI/ML positioning
· AI/ML assisted AI/ML positioning
Option 2: (sub-)use case with side of model inference
In this option, AI/ML enabled feature/FG means (sub-)use cases can further be split into finer granularity based on model inference location (i.e. model side).
In this case, “functionality” refers to:
· BM Case 1 NW-side
· BM Case 1 UE-side
· BM Case 2 NW-side
· BM Case 2 UE-side
· Case 1: UE-based positioning with UE-side model, direct AI/ML positioning
· Case 1’: UE-based positioning with UE-sided model, AI/ML assisted positioning
· Case 2a (2nd priority): UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
· Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· Case 3a (2nd priority): NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
Option 3: LCM component
Alternatively, AI/ML enabled feature/FG may refer to LCM component(s) of the (sub-)use case(s) supported by the UE. An example of “functionality” is shown as below:
· Model Training
· Model Inference
· Data Collection
· Functionality/Model Identification
· Model Transfer/Delivery
· Functionality/Model management
· Functionality/Model Monitoring
· Model Update
However, whether certain LCM components, for example, model transfer/delivery, model identification, model update will be supported in Rel-19 or not needs further RAN1 discussion. Moreover, whether some LCM components can be combined with others also need to be discussed case by case. For example, for UE-sided model, one may consider a combined feature from Model Inference, functionality/model management and monitoring at UE-side. Furthermore, some LCM components may not have specification impact, hence no need to be considered as a “functionality”. Considering the complexity and flexibility of supporting different LCM components for a (sub-)use case requires more discussion in both RAN1 and RAN2, at the initial stage of RAN2 discussion, it is preferred to consider Option 1 and Option 2 as baseline.  
Proposal 1: For both NW-sided and UE-sided model, RAN2 considers granularity of “functionality” with the following two options as baseline. FFS on other granularity.
· Option 1: (sub-)use case 
· Option 2: (sub-)use case with model side
Moreover, within F-LCM, model ID may further be used to identify a model for certain (sub-)use case, following the below context from TR 38.843 [1]:
	Models 	may not be identified at the Network, and UE may perform model-level LCM. Whether and how much awareness/interaction NW should have about model-level LCM requires further study.
Note: UE may have one AI/ML model for the functionality, or UE may have multiple AI/ML models for the functionality.
Model ID, if needed, can be used in a Functionality (defined in functionality-based LCM) for LCM operations.


If multiple AI/ML models for the functionality is supported, having model ID within F-LCM may be beneficial in terms of model management and may provide more flexibility for NW/UE to decide which model will be activated/deactivated based on environment/scenario change. 
Observation 1: Supporting model ID within F-LCM can provide more flexibility to allow NW and/or UE to perform model-level management adapting to the environment.
On the other hand, without model ID, though it is still possible to support multiple AI/ML models for certain (sub-)use case, all models of AI/ML feature will then be activated/deactivated simultaneously.
Proposal 2: For both NW-sided and UE-sided model, F-LCM has following options:
· F-LCM without model ID
· F-LCM with model ID
LCM Operation
The signaling impact of LCM operation for NW-sided model depends on the functionality mapping for different (sub-)use cases. RAN2 studied this aspect and following alternatives are summarized for BM NW-sided model and positioning accuracy enhancement NW-sided model (i.e. Case 2a/2b/3a) from TR 38.843 [1]:
	
	Case 1: gNB-based LCM for gNB-sided Model
	Case 2: OAM-based LCM for gNB-sided model
	Case 3: LMF-based LCM for LMF-sided Model

	Supported Use Case
	BM (Case 1, Case 2) and Positioning accuracy enhancement Case 3a
	Positioning accuracy enhancement Case 2b/3b (details leave to SA2)

	Training 
	gNB
	OAM
	CN (Note : Whether/how LMF is to be involved may need to consult RAN3, SA2.)

	Inference
	gNB
	gNB
	LMF

	Management
	gNB
	gNB
	LMF

	Monitoring
	gNB
(Note : Whether/how LMF is to be involved may need to consult RAN3, SA2.)
	gNB
	CN (Note : Whether/how LMF is to be involved may need to consult RAN3, SA2.)

	Data Collection
	UE ->gNB
	UE -> OAM
gNB -> OAM
	UE -> LMF
gNB -> LMF


As observed from the above summarized table, F-LCM for NW-sided model can be further categorized into three cases:
Case 1: gNB-based F-LCM for gNB-sided model
Case 2: OAM-based F-LCM for gNB-sided model
Case 3: LMF-based F-LCM for LMF-sided model
Proposal 3: For NW-sided model, following F-LCM are considered:
· Case 1: gNB-based F-LCM for gNB-sided model
· Case 2: OAM-based F-LCM for gNB-sided model
· Case 3: LMF-based F-LCM for LMF-sided model
In below sections, we further discuss the general understanding and procedure aspects of LCM for the three cases.
gNB-based F-LCM for gNB-sided model
As summarized above, all LCM components are collocated at gNB. During model training/inference and performance monitoring, as captured in RAN1 LS R2-2311720 [5], network may need to collect measurement/assistance information from UE-side over the air interface, e.g. L1-RSRP(s) and/or beam IDs in BM, measurements, timing, power and/or phase info in positioning accuracy enhancement. However, except for data collection which requires measurement/information reporting from UE side, the rest of LCM components can be achieved by gNB implementation. 
Even though gNB may select different AI/ML models at NW-side based on real-time applicable conditions of the UE side, if reported, the operation of model selection/activation/deactivation/fallback is still decided at the gNB side, i.e. NW-decision NW-initiated model management in TR 38.843 [1] is considered as baseline. The detailed metric of measurement/performance or assistance information, and/or applicable conditions at the UE side are up to RAN1.
Proposal 4: For NW-sided model, if gNB is considered as model training entity, “NW-decision NW-initiated” model management is considered as baseline. UE may report data collection and assistance information (e.g. applicable condition) for training/inference/monitoring and management to gNB over air interface. The rest of LCM operations (e.g. except data collection and assistance info reporting) can be up to gNB implementation.
OAM-based F-LCM for gNB-sided model
In RAN2 #125 meeting, RAN2 received a LS from SA5 in R2-2400093 [4]. According to the LS, SA5 has been conducting on the specifications of AI/ML management, addressing OAM support for the AI/ML features and capabilities in 5GS including the RAN domain.
It is noted that the main purpose of defining AI/ML management in SA5 is to support NG-RAN AI/ML use cases, e.g. AI/ML based load balancing, AI/ML based network energy saving, AI/ML based mobility enhancement, where model training is located at OAM and model inference is located at gNB. This is the same as one option agreed for gNB-sided model in RAN2 for beam management and positioning accuracy enhancement.
Therefore, SA5 AI/ML management can also be used in AI/ML air interface NW-sided model LCM, where model training is at OAM, and model inference is at gNB [4]. For this case, following Figure1 and Figure2, gNB can be considered as MLT MnS consumer, while OAM is MLT MnS producer. 
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Figure 1. Functional overview and service framework for ML training                              Figure 2. ML training requested by MLT MnS consumer
Proposal 5: For NW-sided model, if OAM is considered as model training entity, SA5 AI/ML management is considered as baseline. gNB is considered as MLT MnS consumer, OAM is considered as MLT MnS producer.
LMF-based F-LCM for LMF-sided model
Impact on core network has been studied by SA2 and following solution is captured in TR 23.700-84 [7], where LMF is collocated with AnLF and LMF can retrieve an ML model for AI/ML based positioning from the NWDAF containing MTLF.


As summarized in the above figure, CN will be responsible for majority components of LCM with the assistance from UE and/or gNB for data collection. Therefore, for LMF-based F-LCM, we suggest to wait for further progress in SA2 and also wait for further progress in RAN1 on defining data collection metrics.
Proposal 6: RAN2 to wait further progress from SA2 on LCM of positioning accuracy enhancement Case 2b/3b. 
Need of Model ID
Based on the discussion above, for gNB-sided F-LCM for gNB-sided model, models are managed by network implementation (as in Section 2.2.1), where multiple models for one (sub-)use case may not have any specification impact.
For OAM-based F-LCM for gNB-sided model, as captured in TS28.105 [6]:
	ML model or ML entity are not subjects for standardization.


From AI/ML management point of view, for NW-sided model, SA5 did not distinguish the difference between ML model and ML entity, even though multiple models may be considered by one entity. How to manage multiple models within one ML entity is up to network implementation.
Observation 2: SA5 AI/ML management defines the management entity as ML entity. Whether it has one/multiple models is up to network implementation and no subject for standardization.
However, there might be some motivations of using model IDs to differentiate different models under the same (sub-) use cases, e.g. SA2 NWDAF. Hence, when multiple models are considered, whether F-LCM is with or without model ID can be left to NW implementation.
Proposal 7: It is not necessary to use model ID for gNB-sided model from UE/RAN2 perspective, however, there may be some other reasons on using model ID within network side, the details can be left to NW implementation. 
Others
Positioning accuracy enhancement Case 3a considers AI/ML models to predict intermediate measurements which can be further used by LMF to perform direct positioning. It is noticed that LMF is the central in 5G positioning architecture. Hence, even though AI/ML is performed at gNB side, considering the predicted measurement results provided by gNB may impact the final performance of positioning accuracy, at least LMF should be aware of whether measurement prediction is performed by a gNB or LMF can help to select AI/ML model located at gNB-side based on positioning accuracy performance monitoring.
Proposal 8: LMF is considered as monitoring and management entity for positioning Case 3a. Coordination with RAN3 and SA2 is needed. 
Conclusion
In this contribution, we first discussed the granularity of “functionality”. Based on the assumption, we further discussed functionality-based LCM into three categories according to different model training entity, together with their specification impacts. We observed and proposed the followings:
Granularity of “functionality”
Proposal 1: For both NW-sided and UE-sided model, RAN2 considers granularity of “functionality” with the following two options as baseline. FFS on other granularity.
· Option 1: (sub-)use case 
· Option 2: (sub-)use case with model side
Observation 1: Supporting model ID within F-LCM can provide more flexibility to allow NW and/or UE to perform model-level management adapting to the environment.
Proposal 2: For both NW-sided and UE-sided model, F-LCM has following options:
· F-LCM without model ID
· F-LCM with model ID
Spec impact of LCM operation
Proposal 3: For NW-sided model, following F-LCM are considered:
· Case 1: gNB-based F-LCM for gNB-sided model
· Case 2: OAM-based F-LCM for gNB-sided model
· Case 3: LMF-based F-LCM for LMF-sided model
Proposal 4: For NW-sided model, if gNB is considered as model training entity, “NW-decision NW-initiated” model management is considered as baseline. UE may report data collection and assistance information (e.g. applicable condition) for training/inference/monitoring and management to gNB over air interface. The rest of LCM operations (e.g. except data collection and assistance info reporting) can be up to gNB implementation.
Proposal 5: For NW-sided model, if OAM is considered as model training entity, SA5 AI/ML management is considered as baseline. gNB is considered as MLT MnS consumer, OAM is considered as MLT MnS producer.
Proposal 6: RAN2 to wait further progress from SA2 on LCM of positioning accuracy enhancement Case 2b/3b. 
Observation 2: SA5 AI/ML management defines the management entity as ML entity. Whether it has one/multiple models is up to network implementation and no subject for standardization.
Model ID within F-LCM
Proposal 7: It is not necessary to use model ID for gNB-sided model from UE/RAN2 perspective, however, there may be some other reasons on using model ID within network side, the details can be left to NW implementation. 
LMF for Positioning Case 3a
Proposal 8: LMF is considered as monitoring and management entity for positioning Case 3a. Coordination with RAN3 and SA2 is needed. 
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