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Introduction
Existing L3 handover mechanism is typically triggered and executed based on reported measurement results and/or measurement events from UE. 
During Rel-18 study on AI/ML for NR air interface, RAN1 studied the performance of AI/ML temporal prediction on beam management [1], which proves that AI/ML can help to predict the best or top-K beam(s) among a set of beams in order to improve UE throughput. It has been evaluated that at least when prediction time longer than 160ms, same prediction accuracy for L1 beam measurement prediction can be achieved by AI/ML, for both BM-Case2 when Set B=Set A or Set B is subset of Set A.
Since UE considers L3 filtering and neighbouring cell measurement before using measurement results for evaluation of reporting criteria, measurement reporting or triggering CHO, further evaluation on how AI/ML prediction can help improve L3 handover performance needs further study. 
Furthermore, RAN3 also studied AI/ML based mobility at the network side and considers AI/ML can help to predict target cell/NG-RAN node by receiving predicted information from neighbouring NG-RAN node (e.g. predicted resource status report, etc) and/or predicted UE trajectory. There’s no measurement enhancement over air interface concluded by RAN3 work [2] and exact HO instance is not considered within RAN3 AI/ML based mobility use case.
During this study item, SID RP-234055 [3] proposes to study and evaluate following aspects for RRM measurement prediction:
	· Cell-level measurement prediction including intra and inter-frequency (UE sided and NW sided model) [RAN2]
· Inter-cell Beam-level measurement prediction for L3 Mobility (UE sided and NW sided model) [RAN2]


In this contribution, we discuss the potential sub-use cases for RRM measurement prediction and how AI/ML can be used during L3 handover procedure, including LCM of different sub-use cases and performance KPIs. 
Discussion
As captured in TR 38.843 [1], following definitions are used:
	UE-side (AI/ML) model: An AI/ML Model whose inference is performed entirely at the UE.
Network-side (AI/ML) model: An AI/ML Model whose inference is performed entirely at the network.


This definition can also be applicable to RRM measurement prediction, i.e. inference of measurement prediction either performed entirely at the UE or at the network.
As captured in SID [3]:
	UE-side and network-side AI/ML model can be both considered, respectively.


It is not clear about the meaning of “both considered”, e.g. two-sided model, or UE-sided and network-sided model separately, or UE and network using their single-sided model and jointly supporting for mobility optimization simultaneously. It is observed that, based on RAN1 experience, analysing two-sided model or discussing any collaboration level between UE and NW is complex. To have a reasonable scope of this SI, we think it worth to clarify that, two-sided model and joint collaboration of single-sided model between network and UE are not included in the scope.
Proposal 1: During RAN2 Rel-19 SI, RAN2 only considers the evaluation of single-sided model independently. Two-sided model, and joint collaboration between single-sided model(s) at network and UE are not in the scope. 
Based on existing mechanisms, RRM measurement is not only used for handover decisions, but also being considered in CA and DC. Since the main objective of this SI is to evaluate AI/ML impact to UE’s mobility and handover performance, we suggest RAN2 to only focus on the case where RRM measurement prediction is used for handover. 
Proposal 2: RAN2 focuses on RRM measurement prediction used for handover only in Rel-19 SI.
Furthermore, before we understand how AI/ML can help in the normal handover procedure, we think it would be good to not touch any CHO optimization, including AI/ML based CHO and any CHO optimization based on AI/ML output (e.g. predicted RRM measurement, predicted RRM measurement event, etc).
Proposal 3: CHO optimization (e.g. AI/ML based CHO, CHO optimization based on AI/ML intermediate output, etc) is not considered in Rel-19 SI.
Neighbouring Cell Measurement Prediction
There are two key differences between AI/ML based beam management and AI/ML mobility:
1) On top of L1-RSRP, L3-RSRP considers L3 filtering and other reporting criteria;
2) Handover decision is not only decided based on serving cell measurement information, but also considering neighbouring cell measurement information.
For serving cell, by reusing similar concept with RAN1 beam management use cases, AI/ML can help to predict serving cell RRM measurement, i.e. L3-RSRP.
It is observed that it is difficult to perform inter-cell measurement prediction, considering the UE is moving and the correlation between serving cell and neighbouring cell could be very different. 
For neighbouring cell measurement results, one simple prediction approach is to use neighbouring cell historical measurement results to predict its own measurement results. This prediction is then equivalent to serving cell RRM measurement prediction.
Proposal 4: Intra-cell RRM measurement prediction (i.e. serving cell – serving cell, neighbouring cell – neighbouring cell) is prioritized in Rel-19 RAN2 SI. Inter-cell RRM measurement prediction (i.e. using serving cell measurement to predict neighbouring cell measurement or vice versa) is not considered.
Sub-Use Cases
As captured in TS 38.300 [2], load balancing in Connected mode is achieved in NR with handover, redirection mechanisms upon RRC release and Idle Mode through the usage of inter-frequency and inter-RAT absolute priorities and inter-frequency Qoffset parameters. Intra-frequency and inter-frequency measurements are performed by a UE in RRC_CONNECTED mode: Handover decision is then made by network based on the measurement results reported from a UE.
Fundamentally, even with the participation of AI/ML, handover decision is still performed by the network. Following assumptions in RP-234055 [3] should be respected during the whole SI:
	The study will focus on mobility enhancement in RRC_CONNECTED mode over air interface by following existing mobility framework, i.e., handover decision is always made in network side. Mobility use cases focus on standalone NR PCell change. UE-side and network-side AI/ML model can be both considered, respectively.


AI/ML can be applied to generate following outputs:


1) AI/ML model is used to replace legacy procedures, e.g. L3 filtering, by using a reduced number of measurements, in either temporal domain (e.g. subset of existing measurement collection, longer duration for measurement collection) or spatial domain (e.g. subset of measurement beams). Since this use case considers historical measurements as input and generate present cell-/beam level measurement results, this method can be called as “present RRM measurement prediction of the same cell”. The “same cell” here is applicable to both serving cell and neighbouring cell, i.e. “serving cell – serving cell”, “neighbouring cell – neighbouring cell”.


2) AI/ML model is used to predict cell-/beam-level measurement results (i.e. L3-RSRP) in future time instance, including intra-/inter-frequency measurements according to the correlation with historical measurement results. In this method, based on the predicted measurement results, network can decide whether to prepare/perform handover accordingly. Since AI/ML model is used to predict measurement results (e.g. cell-level, beam-level) in future time instance, for simplicity, this method can be called as “RRM measurement prediction in future time instance of the same cell”. The “same cell” here is applicable to both serving cell and neighbouring cell, i.e. “serving cell – serving cell”, “neighbouring cell – neighbouring cell”.


3) AI/ML model is used to predict the best/top-K target cells/beams. In this method, NW/UE can either use existing measurement results and/or predicted measurement results to predict when to perform handover and the target cell(s). Other assistance information (e.g. location information, information from neighbouring cell, etc) can also be considered. Network can decide further whether to perform handover or not according to the predicted information. This method can be called as “target cell(s) prediction” considering AI/ML directly participated in handover decisions and predict candidate target cells. 
Proposal 5: RAN2 to consider following sub-use cases in RRM measurement prediction:
· Case 1: Present RRM measurement prediction of the same cell (serving cell for serving cell, neighbouring cell for neighbouring cell), output: L3-RSRP at present time
· Case 2: RRM measurement prediction in future time instance of the same cell (serving cell for serving cell, neighbouring cell for neighbouring cell), output: L3-RSRP in future time instance
· Case 3: Target cell(s) prediction (output: the best or top-K predicted target cell(s) and when to perform HO)
Inference Input
Before generating L3 measurement for reporting, following steps should be completed at UE side:
· beam consolidation/selection
· L3 filtering for cell quality/L3 beam filtering
· evaluation of reporting criteria/beam selection reporting


It is not clear whether and how those steps may be impacted by AI/ML, or whether there will be any performance difference if we consider measurement results from different endpoint. For example, measurement results at point A1 can be more informative than measurement results after L3 filtering.
Furthermore, based on existing measurement reporting mechanism, network will only receive measurement report periodically according to network configuration or certain measurement event is being triggered (i.e. endpoint D and F). On the other hand, all information at the endpoints above are available at the UE side, which makes the key difference between network-sided model and UE-sided model. 
To understand better on the impact of different granularity of measurement results (e.g. endpoint A1, B, C, D), we suggest Case 1 and Case 2 to further study following impact caused by L3 filtering:
· measurement results at A1 as input for RRM measurement prediction. This information is only available at UE-side based on existing mechanism.
· measurement results at B as input for RRM measurement prediction. This information is only available at UE-side based on existing mechanism.
· measurement results at C as input for RRM measurement prediction. This information is only available at UE-side based on existing mechanism.
· measurement results at D as input for RRM measurement prediction. This information is equally available at both NW-sided and UE-side.
Besides, based on RAN1 Rel-18 SI outcome, it is also possible to consider predicted L1-RSRP as input for L3 RRM measurement prediction of the same cell (serving cell for serving cell, neighbouring cell for neighbouring cell). All legacy procedures are followed, including L3 filtering, etc.
Proposal 6: RAN2 considers following measurement results (if available) as input for RRM measurement prediction of the same cell (serving cell – serving cell, neighbouring cell – neighbouring cell):
· measurement results at A1 (i.e. L1-RSRP)
· measurement results at B (i.e. after beam selection/consolidation)
· measurement results at C (i.e. after L3 filtering)
· measurement results at D (i.e. after evaluation of reporting criteria)
· predicted L1-RSRP in BM use case
Life Cycle Management
During Rel-18 SI AI/ML air interface for NR, RAN2 studied functionality mapping for different use cases considering the mapping entity of different life cycle management components. For RRM measurement prediction, functionality mapping is also important, considering it may impact what specification impact over air interface.
As described in RP-234055 [3], temporal beam prediction (i.e. BM-Case2) can be used to predict/assist AI/ML mobility:
	Since L3 measurement is based on filtering of L1 measurement, the study of AI/ML for air can be leveraged for mobility purpose e.g., temporal prediction can also be used to predict beam(s)/cell(s) becoming worse so that unintended event like radio link failure or short-stay handover can be avoided.


Both UE-sided model and NW-sided model are studied for beam management use case, including BM-Case2. For simplicity, we summarized the agreeable scenarios for LCM components functionality mapping for beam management use case as below (Note that the below mapping is widely adopted by most UE-sided model in TR 38.843 [1]):
	For data collection, model transfer/delivery, and function-to-entity mapping analysis, various scenarios unfold when the data generation and termination entities differ. For instance, for:
· Model Training:
· For UE-side models, training data can be generated by the UE, while the termination point for training data may include the UE or a UE-side OTT server.
· Note: RAN2 identified the cases in which OAM or Core Network may be used for UE-side model training. However, no study was conducted since this is beyond the scope of this Working Group. 
· Note: RAN2 identified the case in which gNB may be used for UE-side model training. However, no conclusion was reached, as this depends on the RAN1 progress.
· For gNB-side models, training data can be generated by the gNB or UE, while the termination point for training data may include the gNB, or OAM.
· Note: RAN2 identified the case in which OTT server and Core Network may be used for gNB-side model training. However, no study was conducted since this is beyond the scope of this Working Group.
· Inference:
· For UE-side model inference, input data is internally available at UE, where the inference process is performed.
· For network-side model inference, the UE can generate the necessary input data while the termination point for this input data lies within the gNB, where the inference process is performed.
· Management:
· For UE-side model, the model/functionality control (e.g., selection, (de)activation, switching, fallback, etc.) may be performed by the UE when the monitoring resides within the UE.
· For UE-side model, the model/functionality control (e.g., selection, (de)activation, switching, fallback, etc.) may be performed by the gNB when the monitoring resides within the gNB or UE.
· Monitoring:
· The UE monitors the performance of its UE-side model.
· For monitoring at the network side of UE-side model, the UE can generate, if needed, calculated performance metrics or data required for performance metric calculation, while the termination point for these is the gNB.
· For network-side model, the monitoring resides within the gNB. 


In our understanding, since Case 1 and Case 2 mainly focus on measurement prediction, it is similar to beam management use case. Hence, the above functionality mapping can be considered as baseline for RRM measurement prediction. 
For AI/ML mobility use case, we think it worth to further clarify the difference between model/functionality monitoring and management and mobility performance monitoring and management.
Following definitions of model monitoring and model management are captured in TR 38.843 [1]:
	Model monitoring: A procedure that monitors the inference performance of the AI/ML model.
Management instruction: Information needed to ensure proper inference operation. This information may include selection/(de)activation/switching of AI/ML models or AI/ML functionalities, fallback to non-AI/ML operation, etc.


As observed from the above definition, model/functionality monitoring and management used in AI/ML LCM mainly focus on the operation for inference model or functionality. For RRM measurement prediction sub-use cases (i.e. Case 1 and Case 2 proposed above), model/functionality monitoring and management could refer to how well one AI/ML model is performed to predict measurement results, e.g. prediction accuracy, and manage enabling/optimizing AI/ML operation accordingly, etc.
Recalling that handover decision is always made in network side, following the same principle as legacy handover, gNB should also be responsible to monitor system performance changes and manage/reconfigure accordingly. Based on this understanding, mobility monitoring and management is different from the concept of “model/functionality monitoring and management”, since the former one considers the overall performance of the system, which should always be located at gNB side.
Observation 1: Model/Functionality monitoring and management focus on AI/ML modules, while mobility monitoring and management focus on the system performance.
As discussed above, Case 3 can either take legacy measurement results or predicted measurement results as input to perform AI/ML prediction. Similar as Case 1 and Case 2, AI/ML LCM component functionality mapping can follow general principle of UE-sided model, meanwhile mobility monitoring and management should be controlled by gNB.
Proposal 7: RAN2 considers below LCM functionality mapping for RRM measurement prediction as baseline:
	AL/ML functions (if applicable)
	UE-side model
	NW-side model

	
	Mapped entities
	Data collection
	Mapped entities
	Data collection

	Model training(offline training)
	UE, UE-side OTT server
	UE -> UE/UE-side OTT server
	gNB, OAM
	gNB/UE -> gNB/OAM

	
	Note: RAN2 identified the cases in which OAM or Core Network may be used for UE-side model training. However, no study was conducted since this is beyond the scope of this Working Group. 
Note: RAN2 identified the case in which gNB may be used for UE-side model training. However, no conclusion was reached, as this depends on the RAN1 progress.
	Note: RAN2 identified the case in which OTT server and Core Network may be used for gNB-side model training. However, no study was conducted since this is beyond the scope of this Working Group.

	Model transfer/delivery
	UE-side OTT server->UE
	
	OAM->gNB
(if model training is at OAM)
	

	Inference
	UE
	Inference data for UE part: UE internal 
	gNB
	UE -> gNB

	Model/functionality monitoring
	UE (UE monitors the performance, and may report to gNB), gNB (gNB monitors the performance)
	Monitoring at NW-side: UE -> gNB (calculated performance metrics, data required for calculation)
	gNB
	

	Model/functionality control (selection, (de)activation, switching, updating, fallback)
	gNB if monitoring resides at UE or gNB, 
UE if monitoring resides at UE
	
	gNB
	

	Mobility management/performance monitoring
	gNB
	
	gNB
	


Performance KPI
Mobility Performance KPIs
During Rel-11, RAN2 studied mobility enhancements in HetNet. Following definitions and concepts can be considered/reused by RAN2 during this SI [4]:
Ping-pong: A handover from cell B to cell A then handover back to cell B is defined as a ping-pong if the time-of-stay connected in cell A is less than a pre-determined MTS. The distribution of “time of stay” (CDF) is collected for study of ping-pong behaviour.
Short Time of Stay: A Short ToS is counted when a UE’s time-of-stay in a cell is less than a predetermined minimum time-of-stay parameter (MTS), i.e. a UE with ToS<MTS. It is is defined as the number of Short ToS occurrences divided by the number of successful handovers. I.e.
Short ToS rate = (number of Short ToS occurrences)/(total number of successful handovers)
Handover Failure: A handover failure is counted if a RLF occurs in state 2, or a PDCCH failure is detected in state 2 or state 3.
Proposal 8: RRM measurement prediction considers performance KPIs defined in TR 36.839 as baseline for mobility performance KPIs, including handover failure, RLF, ping-pong, short-time-of-stay, etc. FFS on definition enhancement for existing performance KPIs and other performance KPIs.
Inference Performance KPIs
As mentioned above, RRM measurement prediction is similar as beam management use cases which was studied by RAN1. Similar as KPIs used for beam management, following model performance KPIs can be considered for RRM measurement prediction:
-	Model complexity and computational complexity. 
-	Average L3-RSRP difference
-	The difference between the ideal L1-RSRP of Top-1 predicted beam and the ideal L1-RSRP of the Top-1 genie-aided beam
-	CDF of L3-RSRP difference 
-	target cell prediction accuracy (%) with or without XdB margin:
-	Top-1 (%): the percentage of "the Top-1 genie-aided target cell is Top-1 predicted target cell"
-	Top-K/1 (%): the percentage of "the Top-1 genie-aided target cell is one of the Top-K predicted target cell"
-	Top-1/K (%) (Optional): the percentage of "the Top-1 predicted target cell is one of the Top-K genie-aided target cells"
-	Where K >1 and values can be reported
Proposal 9: For RRM measurement prediction, following performance inference KPIs are considered as baseline:
· model complexity and computational complexity
· average L3-RSRP difference
· CDF of L3-RSRP difference
Proposal 10: For target cell(s) prediction, following performance inference KPIs are considered as baseline:
· model complexity and computational complexity
· target cell prediction accuracy (%)
Conclusion
In this contribution, we first clarified scope of this SI on two-sided model, CHO, etc. According to the nature of RRM measurement prediction, we further proposed three sub-use cases to be studied, by providing expected input/output from AI/ML models. In the end, we discussed briefly on general principle of LCM for RRM measurement prediction and the performance KPIs. 
We observe and propose:
General and Scope
Proposal 1: During RAN2 Rel-19 SI, RAN2 only considers the evaluation of single-sided model independently. Two-sided model, and joint collaboration between single-sided model(s) at network and UE are not in the scope. 
Proposal 2: RAN2 focuses on RRM measurement prediction used for handover only in Rel-19 SI.
Proposal 3: CHO optimization (e.g. AI/ML based CHO, CHO optimization based on AI/ML intermediate output, etc) is not considered in Rel-19 SI.
Intra-/Inter-Cell RRM measurement prediction
Proposal 4: Intra-cell RRM measurement prediction (i.e. serving cell – serving cell, neighbouring cell – neighbouring cell) is prioritized in Rel-19 RAN2 SI. Inter-cell RRM measurement prediction (i.e. using serving cell measurement to predict neighbouring cell measurement or vice versa) is not considered.
[bookmark: _Hlk163164221]sub-use cases and input granularity
Proposal 5: RAN2 to consider following sub-use cases in RRM measurement prediction:
· Case 1: Present RRM measurement prediction of the same cell (serving cell for serving cell, neighbouring cell for neighbouring cell), output: L3-RSRP at present time
· Case 2: RRM measurement prediction in future time instance of the same cell (serving cell for serving cell, neighbouring cell for neighbouring cell), output: L3-RSRP in future time instance
· Case 3: Target cell(s) prediction (output: the best or top-K predicted target cell(s) and when to perform HO)
Proposal 6: RAN2 considers following measurement results (if available) as input for RRM measurement prediction of the same cell (serving cell – serving cell, neighbouring cell – neighbouring cell):
· measurement results at A1 (i.e. L1-RSRP)
· measurement results at B (i.e. after beam selection/consolidation)
· measurement results at C (i.e. after L3 filtering)
· measurement results at D (i.e. after evaluation of reporting criteria)
· predicted L1-RSRP in BM use case
LCM
Observation 1: Model/Functionality monitoring and management focus on AI/ML modules, while mobility monitoring and management focus on the system performance.
Proposal 7: RAN2 considers below LCM functionality mapping for RRM measurement prediction as baseline:
	AL/ML functions (if applicable)
	UE-side model
	NW-side model

	
	Mapped entities
	Data collection
	Mapped entities
	Data collection

	Model training(offline training)
	UE, UE-side OTT server
	UE -> UE/UE-side OTT server
	gNB, OAM
	gNB/UE -> gNB/OAM

	
	Note: RAN2 identified the cases in which OAM or Core Network may be used for UE-side model training. However, no study was conducted since this is beyond the scope of this Working Group. 
Note: RAN2 identified the case in which gNB may be used for UE-side model training. However, no conclusion was reached, as this depends on the RAN1 progress.
	Note: RAN2 identified the case in which OTT server and Core Network may be used for gNB-side model training. However, no study was conducted since this is beyond the scope of this Working Group.

	Model transfer/delivery
	UE-side OTT server->UE
	
	OAM->gNB
(if model training is at OAM)
	

	Inference
	UE
	Inference data for UE part: UE internal 
	gNB
	UE -> gNB

	Model/functionality monitoring
	UE (UE monitors the performance, and may report to gNB), gNB (gNB monitors the performance)
	Monitoring at NW-side: UE -> gNB (calculated performance metrics, data required for calculation)
	gNB
	

	Model/functionality control (selection, (de)activation, switching, updating, fallback)
	gNB if monitoring resides at UE or gNB, 
UE if monitoring resides at UE
	
	gNB
	

	Mobility management/performance monitoring
	gNB
	
	gNB
	



Mobility and Infernece Performance KPI
Proposal 8: RRM measurement prediction considers performance KPIs defined in TR 36.839 as baseline for mobility performance KPIs, including handover failure, RLF, ping-pong, short-time-of-stay, etc. FFS on definition enhancement for existing performance KPIs and other performance KPIs.
Proposal 9: For RRM measurement prediction, following performance inference KPIs are considered as baseline:
· model complexity and computational complexity
· average L3-RSRP difference
· CDF of L3-RSRP difference
Proposal 10: For target cell(s) prediction, following performance inference KPIs are considered as baseline:
· model complexity and computational complexity
· target cell prediction accuracy (%)
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