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Introduction 
In the Rel-19 XR SID, the following objective is specified:
	For the UL, Study and if justified, specify enhancements using delay/deadline information, for support of UL scheduling to enable high XR capacity while meeting delay requirements/avoiding too late PDUs. [RAN2].
Note: LCP implementation complexity need to be taken into account when evaluating solutions.


In this paper, we discuss enhancements that can meet this objective.
Discussion
Delay-aware LCP priority 
The current LCP procedure is based on a packetized approximation of WFQ policy, by using a combination of priority and prioritized bit rate. Therefore, if configured with proper parameters, the LCP procedure can achieve delay requirements of different LCHs, even if the delay requirements are diverse across different LCHs.
However, this assurance can be achieved only in “steady state” or over a long time scale, because the LCP procedure is only an approximation to the ideal WFQ policy. For example, when an LCH has bursty arrivals and when data arrives faster than what has been allocated for the associated flow, or when gNB scheduler experience temporary scheduling gaps, extra delay may accumulate. To ensure that delay requirement for a QoS flow is met, network has to allocate sufficient bandwidth to cover such “tail events”.  
Observation 1. 	The legacy LCP procedure may not be able to guarantee delay requirements at short time scales, unless sufficient bandwidth is provisioned.
This over-provisioning of bandwidth certainly is not desirable, as it reduces system capacity. The cause of this problem is rooted in the static priority used in the current LCP procedure. One possible fix is for the LCP procedure to consider the remaining time of buffered data when prioritizing different LCHs during multiplexing. For example, if remaining time of a PDU is approaching zero, it can be scheduled with a priority higher than its default one, so that it has more chance to be transmitted before its remaining time expires. This approach works because bursts in different LCHs usually do not arrive at the same time. 
Observation 2.	If UE can dynamically adjust LCP priorities based on delay status of its buffered data, network can allocate less bandwidth to meet the delay requirements. 
On the other hand, algorithms that dynamically adjust the priorities of LCHs during LCP procedure often create additional complexities in UE implementation. For example, UE may have to compare PDU’s remaining time in order to determine which PDU should be scheduled first. Such procedures require sorting, which is a computationally expensive operation especially when data rate is high. As Rel-19 is near end of 5G, it is not desirable to introduce enhancements that have significant impact on UE implementation, especially those require hardware changes. 
[bookmark: _Hlk161995696]Observation 3.	It is not desirable to introduce enhancements that have significant impact on UE implementation (especially hardware) near end of 5G.
As a compromise, we think it is justified for RAN2 to study delay-aware LCP enhancements in Rel-19. However, such studies should be limited to only those with minor impact on UE implementation.
Proposal 1.	RAN2 study delay-aware LCP enhancements (e.g. dynamic priority) in Rel-19 only if they have minor impact on UE implementation.  
Delay-aware LCP restrictions
[image: ]XR applications can generate different types of traffic flows, which may have different characteristics and QoS requirements. For example, video flows typically have high data rate, average reliability requirement (e.g. 99%), average latency requirement (e.g. 50 msec on UL). On the other hand, haptic/control traffic has low data rate but more stringent reliability requirement (e.g. 99.99%) and delay requirement (e.g. 20msec on UL). 
Therefore, it is more efficient to serve them on different radio resources. For example, UL TRPs deployed near cell edge can help improve coverage for UEs located near cell edge. On the other hand, traffic routed through them may incur additional delay. Since video traffic is more delay tolerant, it can be routed through a cell-edge UL TRP instead of directly through gNB to take advantage of its higher throughput. On the other hand, it is better to route haptic/control traffic directly through gNB, because those flows do not require high throughput but are much more delay sensitive. 
The same scenario applies to CA configuration too, if some carriers are not co-located with the PCell. 
Observation 4.  It is more efficient to serve XR traffic flows with different delay requirements on different radio resources. 
Observation 5. 	UE can benefit from delay-aware scheduling if it is configured with mTRPs or CA.
Unfortunately, in legacy there are very limited means (if not none) that UE may use to route different flows through different radio resources. allowedServingCells in LCP restriction may be one, as network can configure a set of carriers on which an LCH is allowed to send its traffic but not other. But there is no way yet for network to configure similar LCP restriction for UL TRPs. 
Proposal 2.	Introduce a new LCP restriction that enables network to configure which TRP(s) (coreset group) an LCH can use.
Another limitation in legacy LCP restriction is that each restriction is “static”, i.e. once configured, a restriction does not change with any states of the LCH (e.g. delay status, buffer size). This is not sufficient for steering traffic in scenarios such as the one described above. For instance, in the example above, when a PDU has enough remaining time left, it can be routed through any TRP or carrier. However, if there is not much remaining time left, it makes more sense for UE to send it directly to gNB. To implement that, an LCP restriction for an LCH can be made conditional on its shortest remaining time, e.g. 
· If the shortest remaining time of an LCH is below a configured threshold, it is only considered for UL grants scheduled on the serving cells (or coreset groups) included in its associated allowedServingCells (or allowedCoreSetGroups), 
· Otherwise, the LCH can be considered for any UL grants.
Proposal 3.	Study new LCP restrictions that can change based on delay status of buffered data.
Delay-aware UL scheduling in DC
In DC configurations, different cell groups may have different delay performance. For example, suppose the secondary PCell is a high-band carrier not co-located with the PCell. As a result, it has higher throughput but a longer delay for its traffic. Then it is not hard to see that the same use case described in the previous section applies too, i.e. it is more efficient to route video traffic through the SN but haptic/control traffic through the MN. 
Observation 6. 	If different cell groups have different delay performance, it is desirable to route different types of traffic through different cell groups.
In legacy, network controls how UE routes its UL traffic by data volume. More specifically, 
· Network configures one of the cell groups to be the primary path and the other secondary path. 
· If a DRB’s data volume is below a configured threshold, ul-DataSplitThreshold, UE reports its data volume only to the primary path. Otherwise, it reports data volume to both paths.
However, in some scenarios, preferred routes based on delay (or remaining time) may be different from those based on data volume. For example, when a data burst just starts to arrive (thus data volume is low) and SDUs still have enough remaining time left, data can be reported and sent to either cell group. When buffer starts to build up (thus data volume is high) and the remaining time of some data is approaching zero, then the delay-critical data should be routed only through the cell group with small delays. Therefore, delay sensitive traffic should be routed based on its delay status instead of its data volume. 
Observation 7. 	It is desirable to route delay-sensitive traffic based on delay status instead of data volume. 
Based on the above analysis, we think it is well justified to study new rules for scheduling different types of XR traffic with UL split bearers. This study can include what information UE should report to network (e.g. DSR vs BSR or both) about a delay-sensitive DRB and how UE should route delay-sensitive traffic based on its delay status.
Proposal 4. 	Study new rules for reporting and scheduling delay-sensitive data over a UL split bearer.
Conclusion
Based on the above analysis, we respectively request RAN2 to discuss and agree to the following proposals:
Delay-aware LCP priority
Observation 1. 	The legacy LCP procedure may not be able to guarantee delay requirements at short time scales, unless sufficient bandwidth is provisioned.
Observation 2.	If UE can dynamically adjust LCP priorities based on delay status of buffered data, network can allocate less bandwidth to meet the delay requirements. 
Observation 3.	It is not desirable to introduce enhancements that have significant impact on UE implementation (especially hardware) near end of 5G.
Proposal 1.	RAN2 study delay-aware LCP enhancements (e.g. dynamic priority) in Rel-19 only if they have minor impact on UE implementation.  
Delay-aware LCP restrictions
Observation 4.  It is more efficient to serve XR traffic flows with different delay requirements on different radio resources. 
Observation 5. 	UE can benefit from delay-aware scheduling if it is configured with mTRPs or CA.
Proposal 2.	Introduce a new LCP restriction that enables network to configure which TRP(s) (coreset group) an LCH can use.
Proposal 3.	Study new LCP restrictions that can change based on delay status of buffered data.
Delay-aware UL scheduling in DC
Observation 6. 	If different cell groups have different delay performance, it is desirable to route different types of traffic through different cell groups.
Observation 7. 	It is desirable to route delay-sensitive traffic based on delay status instead of data volume. 
Proposal 4. 	Study new rules for reporting and scheduling delay-sensitive data over a UL split bearer.
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