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Introduction
In RAN#102, a study item on solutions for Ambient IoT (Internet of Things) in NR has been agreed and in RAN#103, the SID is further refined in [1]. The main objectives are as following:
	General Scope
The definitions provided in TR 38.848 are taken into this SI, and the following are the exclusive general scope:
A. The overall objective shall be to study a harmonized air interface design with minimized differences (where necessary) for Ambient IoT to enable the following devices:
i. ~1 µW peak power consumption, has energy storage, initial sampling frequency offset (SFO) up to 10X ppm, neither DL nor UL amplification in the device. The device’s UL transmission is backscattered on a carrier wave provided externally.
ii. ≤ a few hundred µW peak power consumption1, has energy storage, initial sampling frequency offset (SFO) up to 10X ppm, DL and/or UL amplification in the device. The device’s UL transmission may be generated internally by the device, or be backscattered on a carrier wave provided externally.
· X  is to be decided in WGs.
· Coverage design target: Maximum distance of 10-50 m with device indoors as per TR 38.848: “…a range that WGs can sub-select within”.
· For Topologies 1 & 2 (UE as intermediate node under NW control) per TR 38.848, with no RRC states, no mobility (i.e. at least no cell selection/re-selection -like function), no HARQ, no ARQ. 
NOTE 1: It is to be understood that “≤ a few hundred µW” means WGs are not tasked with setting a particular value, and that it will be for WG discussions to determine if a presented design with corresponding power consumption satisfies the “≤ a few hundred µW” requirement.

B. [bookmark: _Hlk160560296]Deployment Scenarios with the following characteristics, referenced to the tables in Clause 4.2.2 of TR 38.848:
· Deployment scenario 1 with Topology 1
· Basestation and coexistence characteristics: Micro-cell, co-site
·   Deployment scenario 2 with Topology 2 and UE as intermediate node, under network control
· Basestation and coexistence characteristics: Macro-cell, co-site
· The location of intermediate node is indoor
C.  FR1 licensed spectrum in FDD.
D. Spectrum deployment in-band to NR, in guard-band to LTE/NR, in standalone band(s).
E. Traffic types DO-DTT, DT, with focus on rUC1 (indoor inventory) and rUC4 (indoor command). 
· From RAN#104, the study will assess whether the harmonized air interface design (per bullet ‘A’ above) can address the DO-A (Device-originated autonomous) use case, only to identify which part(s) of the harmonized air interface design (per bullet ‘A’ above) is/are not sufficient for the DO-A use case.
Transmission from Ambient IoT device (including backscattering when used) can occur at least in UL spectrum.

The following objectives are set, within the General Scope:
1. Evaluation assumptions
a) Conclude at least the following aspects of design targets left to WGs in Clause 5 (RAN design targets) of TR 38.848 [RAN1].
· Clause 5.3: Applicable maximum distance target values(s)
· Clause 5.6: Refine the definition of latency suitable for use in RAN WGs
· Clause 5.8: 2D distribution of devices
b) Define necessary further evaluation assumptions of deployment scenarios for coverage and coexistence evaluations [RAN1, RAN4]
c) Identify basic blocks/components of possible Ambient IoT device architectures, taking into account state of the art implementations of low-power low-complexity devices which meet the RAN design target for power consumption and complexity. [RAN1]
d) Define link budget calculation for coverage, including whether/how to model carrier wave from node(s) inside or outside the connectivity topology.
NOTE: Assessment performance of the design targets is within the study of feasibility and necessity of proposals in the following objectives, e.g. by inspection of reference implementations in the field, simulations, analytically.
NOTE: strive to minimize evaluation cases in RAN1.

2. Study necessary and feasible solutions for Ambient IoT as prescribed in the General Scope, including decisions on which functions, procedures, etc. are needed and not needed, and ensuring at least the required functionalities in Section 6.2 of TR 38.848. 
Study of positioning in Rel-19 is RAN3-led, limited to functionalities which would have no, or minimal, specification impact (note: this does not imply any decision relating to WI creation).
Study the feasibility and required functionalities for proximity determination, which is the determination of whether BS or intermediate UE and ambient IoT device are near each other or not (coordination with SA3 is required for privacy aspects).
· RAN1-led:
For the Ambient IoT DL and UL:
· Frame structure, synchronization and timing, random access
· Numerologies, bandwidths, and multiple access
· Waveforms and modulations
· Channel coding
· Downlink channel/signal aspects
· Uplink channel/signal aspects
· Scheduling and timing relationships
· Study necessary characteristics of carrier-wave waveform for a carrier wave provided externally to the Ambient IoT device, including for interference handling at Ambient IoT UL receiver, and at NR basestation. 
       For Topology 2, no difference in physical layer design from Topology 1.
· RAN2-led:
· Study and decide which functions are needed for an Ambient IoT compact protocol stack and lightweight signalling procedure to enable DO-DTT and DT data transmission, and study those functions.
For example:
· Paging
· Random access
· Data transmission, including necessary radio resource control aspects, respecting the limitation in the General Scope 
· Interactions with upper layers
For functionalities not listed above, they are studied only if found essential.
· RAN3-led:
· Identify necessary impacts on signaling and procedures for CN-RAN interface, to enable:
· Paging  
· Device context management
· Data transport
· Identify RAN architecture aspects, including whether support for split architecture is necessary.
· Identify potential solutions for locating an Ambient IoT device with no specification impact, e.g. reusing existing user location report, or minimal specification impact to convey location information to core network.
· RAN4-led:
· Coexistence study of Ambient IoT and NR/LTE.
· RF requirements study for Ambient IoT:
· Ambient IoT BS transmission and reception
· Ambient IoT Device, as per the General Scope, transmission and reception
· Intermediate node (UE), as per the General Scope, transmission and reception

RAN2 and RAN3 are expected to identify RAN-CN functional split in coordination with SA2.

Note: This study shall target for an IoT segment well below the existing 3GPP IoT technologies, e.g. NB-IoT, eMTC, RedCap, etc. The study shall not aim to replace existing 3GPP LPWA technologies.


In this paper, based on the SID scope and also the RAN1 progresses, we will initially discuss the general aspects for Ambient IoT and give our proposals.
Discussion 
1.1 General aspects
1.1.1 General definition for Ambient IoT
To specify the support of Ambient IoT (hereinafter referred to as AIoT) based on 5G NR in 3GPP specification will be a very new experience which may be a bit similar as that of introducing NB-IoT into LTE specification. Therefore, a general definition for AIoT from RAN2 perspective would be expected as start point for further discussion in RAN2. 
As the AIoT devices are generally very simple, e.g., with format of battery-less tag or very light and thin patch which would be very different from the shape of a normal 5G NR UE or a NB-IoT module, in all previous studies on AIoT, we general use “device” instead of “UE” to refer to an AIoT terminal. It’s suggested to also use this term in the current SID and also the future specifications.
According to the previous study, it’s common understanding that the AIoT device will be with significantly lower complexity than the existing 3GPP NB-IoT UE and an AIoT device is assumed to only support a very limited functionalities. Therefore, instead of describing which protocol functions supported by normal UEs are not used for AIoT devices, we suggest to mainly indicate the minimum set of Layer 2 functionalities that need to be supported in the first release of AIoT.
Proposal 1: It’s suggested to capture the following general definition for Ambient IoT in TR 38.769:
	x.x Ambient IoT
Ambient IoT provides access to network services using protocol stack optimized for ultra-low complexity and ultra-low power consumption (e.g. full carrier bandwidth is xxx kHz, subcarrier spacing can be xxx kHz).
A number of protocol functions including device ID allocation which uniquely identifies the device in an inventory area, Paging, random access, and data transmission over signaling can be supported for Ambient IoT devices. Unless hereunder specified, the other protocol functions supported by normal NR UEs are not used and need not be supported by gNBs and the devices only using Ambient IoT access. 


1.1.2 Term description for the traffic types
In [3, TR 38.848] there are only abbreviations of the traffic types for AIoT devices: DO-A, DO-DTT and DT. In [4, TR 23.700-13], SA2 further give detailed Terms definition for DO-DTT and DT as below, which can also be added in the [5, TR 38.769] and give reference for our RAN working group level study:
· Device-originated - device-terminated triggered (DO-DTT): The device originated traffic is triggered by the device terminated traffic or signalling.
· Device-terminated (DT): The traffic is terminated at the AIoT device.
Even though the DO-A traffic type will be studied in the SID a bit later and with low priority, it is beneficial to also give the term description for DO-A to help readers to understand all the potential traffic types for the AIoT services. The proposed description for DO-A is as below:
· Device-originated - autonomous (DO-A): The traffic is originated from the AIoT device autonomously without outside triggering.
Proposal 2: It’s suggested to add Term description in the TR 38.769 for the traffic types for Ambient IoT services, e.g., DO-DTT, DT and DO-A:
	x.x Terms
Device-originated - device-terminated triggered (DO-DTT): The device originated traffic is triggered by the device terminated traffic or signalling.
Device-terminated (DT): The traffic is terminated at the AIoT device.
Device-originated - autonomous (DO-A): The traffic is originated from the AIoT device autonomously without outside triggering.


1.1.3 AIoT device Identifier
For the discussion on AIoT device Identifier, on one hand, we can take the UE ID in 3GPP as reference. There are many different types of UE IDs in 4G or 5G system which are mainly used to uniquely identify the UE and establish secure communication between the UE and the network. 
· The first type of UE ID is permanent subscriber identifier which is assigned by manufacturer or network operator:
· In 4G, it’s IMEI (15 digits, assigned by manufacturer) or IMSI (15 digits, assigned by network operator). The IMSI is typically stored on the SIM card and is used during initial registration and authentication with the mobile network. The IMEI is also used by the network to identify the device and may be used for additional purposes such as blocking stolen devices. 
· In 5G, SUPI is a counterpart to IMSI in previous technology. But the difference is that, in 4G, IMSI is used at the early stage of registration process (e.g, before authentication and key agreement), but in 5G, it is not allowed to use SUPI even before authentication and key agreement. 5G does not allow SUPI (Plain text information) and it uses a kind of encrypted version called SUCI. SUCI is a temporary identifier used to conceal the subscriber's permanent identity (SUPI) in a 5G network. It is used for authentication and authorization purposes and provides improved security and privacy features compared to the IMSI used in 4G networks. Generally, UE can encrypt SUPI into SUCI by using a specific algorithm from a list of a few different predefined algorithm and send it to network via RegistrationRequest message
· Another type of UE ID is TMSI (it’s S-TMSI (40bits) in 4G and 5G-S-TMSI (48bits) in 5G). TMSI is a temporary identifier assigned by the network to protect the UE's identity during normal operation. The TMSI is used instead of the IMSI to reduce signaling overhead and improve security. 
· From RAN2 perspective, we generally take the 5G-S-TMSI/S-TMSI as an end-to-end identifier between the UE and NW. Moreover, several RNTIs (Radio Network Temporary Identifier) are used in the air interface to be associated with Transport Channels and Logical Channels and also to address the UL/DL transmission.
On the other hand, we can also take the identifier for RFID tag as reference. The RFID tag generally contains a chip and the chip stores a unique identification number or more complex information which may also reflect the data of the item to which the tag is attached. According to the study in [2, TR 22.840], the identifier for the tag is Electronic Product Code (EPC) whose lengths is generally 96 bits.
From RAN2 perspective, we assume a Device ID similar as IMSI may be assigned by the network operator for each AIoT device. It can be a permanent subscriber identifier. Meanwhile, it may be also kind of similar as the unique identification number of RFID but the exact length and format of this may need further discussion, e.g. in SA2. Such Device ID may need to be finally reported to the application function node (AF) to let AF be aware of all the AIoT devices in its scope.
Proposal 3a: RAN2 assume a Device ID similar as IMSI may be assigned by the network operator for AIoT device.
The AIoT device Identifier issue is also under discussion in SA2 according to the “Key Issue #2: Identification, Subscription, Registration and Connection management”. Whether a TMSI-like Network Unique Temporary Device Identifier which is allocated by core network and unique within the 3GPP network is needed can be left to decision in SA2. 
Proposal 3b: Whether a TMSI-like Temporary Device Identifier which is allocated by core network and unique within the 3GPP network is needed can be left to decision in SA2.
Furthermore, RAN2 needs to discuss whether a Radio Network Temporary Identifier (e.g., C-RNTI like) is needed. This may be also rely on the output of discussion on other topics, e.g., Transport Channels and logic channels, MAC layer functionalities etc.
Proposal 3c: RAN2 needs to discuss whether a Radio Network Temporary Identifier (e.g., C-RNTI like) is needed for AIoT device.
1.1.4 Assumptions related to Device Types
In RAN1#116 meeting, the terminologies and also the architecture are given for the different device types:
	Agreement (related to Ambient IoT device architectures)
For the purpose of the study, RAN1 uses the following terminologies:
· Device 1: ~1 µW peak power consumption, has energy storage, initial sampling frequency offset (SFO) up to 10X ppm, neither DL nor UL amplification in the device. The device’s UL transmission is backscattered on a carrier wave provided externally.
· Device 2a: ≤ a few hundred µW peak power consumption, has energy storage, initial sampling frequency offset (SFO) up to 10X ppm, both DL and/or UL amplification in the device. The device’s UL transmission is backscattered on a carrier wave provided externally.
· Device 2b: ≤ a few hundred µW peak power consumption, has energy storage, initial sampling frequency offset (SFO) up to 10X ppm, both DL and/or UL amplification in the device. The device’s UL transmission is generated internally by the device.
Agreement 
Study at least the following blocks for device 1 architecture.
[image: ]
Study at least following blocks for device 2a architecture w/ RF-ED receiver.
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According to the RAN1 agreements, RAN2 can assume that all the device types will be studied and the terminologies of Device 1, Device 2a and Device 2b will be used in the study in RAN2.
Moreover, as indicated in the SID description, the overall objective shall be to study a harmonized air interface design with minimized differences (where necessary) for Ambient IoT devices.
Proposal 4: RAN2 assumes that all the device types will be studied and a harmonized air interface design with minimized differences (where necessary) for different AIoT devices will be expected. 
1.1.5 Assumptions related to Topologies
The scope of the RAN WG SID has clearly indicated that “Deployment scenario 1 with Topology 1” (e.g., Topology 1 with indoor Device and indoor BS) and “Deployment scenario 2 with Topology 2 and UE as intermediate node, under network control” (e.g., Topology 2 with indoor Device, outdoor BS and intermediate UE) will be studied.

During RAN1#116 meeting, the following terminologies are introduced for the topologies:
· D2R: the link from Device to Reader (gNB or intermediate UE) with backscattering transmission
· R2D: the link from Reader to Device
· CW2D: the link from Carrier Wave node to Device
Some agreements related to frame structure and timing aspects for the different links have been made as below: 
	R1-2401541	FL summary #1 on frame structure and timing aspects for Rel-19 Ambient IoT
Agreement
From RAN1 perspective, at least when a response is expected from multiple devices that are intended to be identified, an A-IoT contention-based access procedure initiated by the reader is used.
Agreement
For A-IoT contention-based access procedure, at least slotted-ALOHA based access is studied.
Agreement
At least the following time domain frame structure is studied for A-IoT R2D and D2R transmission.
· For R2D transmission,
· A R2D timing acquisition signal (e.g. R2D preamble) is included at least for timing acquisition and for indicating the start of the R2D transmission in time domain.
· For D2R transmission,
· A D2R timing acquisition signal (e.g. D2R preamble) is included at least for timing acquisition and for indicating the start of the D2R transmission in time domain.
· FFS other necessary component(s), e.g. midamble, postamble, periodic sync signal, control fields, guard period
R1-2401789	FL summary #2 on frame structure and timing aspects for Rel-19 Ambient IoT
Agreement
For further discussion, the following terminologies are used for A-IoT for studying processing time aspects:
· TR2D_min: Minimum Time between a R2D transmission and the corresponding D2R transmission following it. 
· TD2R_min: Minimum Time between a D2R transmission and the corresponding R2D transmission following it.
· TR2D_R2D_min: Minimum Time between two different consecutive R2D transmissions to the same A-IoT device. 
· TD2R_D2R_min: Minimum Time between two different consecutive D2R transmissions from the same A-IoT device.
· The study should consider at least following aspects 
· Implementation restrictions for the existing BS/UE
· [Processing time is common or different for different A-IoT devices]
· [Processing time for different traffic types/command types (e.g. DT or DO-DTT) and/or different use case (e.g., Inventory or Command)] 
· FFS other timing aspects


Moreover, some agreements have been made for CW transmission, with considerations on topologies and spectrum etc. as below: 
	R1-2401788	FL summary#2 on CW waveform characteristics for A-IoT	
Agreement
For R19 A-IoT study item, at least single-tone unmodulated sinusoid waveform is a candidate waveform for carrier wave for D2R backscattering.
Agreement
For R19 A-IoT study item, multi-tone waveforms for carrier wave for D2R backscattering can be studied.
Agreement
For the case that D2R backscattering is transmitted in the same carrier as CW for D2R backscattering, and for topology 1, the following cases for CW transmission are studied.
· Case 1-1: CW is transmitted from inside the topology, transmitted in DL spectrum
· Case 1-2: CW is transmitted from inside the topology, transmitted in UL spectrum
· Case 1-4: CW is transmitted from outside the topology, transmitted in UL spectrum
Agreement
For the case that D2R backscattering is transmitted in the same carrier as CW for D2R backscattering, and for topology 2, the following cases for CW transmission are studied.
· Case 2-2: CW is transmitted from inside the topology (i.e., intermediate UE), transmitted in UL spectrum
· Case 2-3: CW is transmitted from outside the topology, transmitted in DL spectrum 
· Case 2-4: CW is transmitted from outside the topology, transmitted in UL spectrum


Furthermore, for Topology 1, the following transmission modes will be studied:
	Case 1-1
	Case 1-2
	Case 1-4
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For Topology 2, the following transmission modes will be studied:
	Case 2-2
	Case 2-3
	Case 2-4
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It can be seen that RAN1 tries to give unified physical layer design and performance metrics for the air interface (e.g., D2R and R2D), regardless of whether the peer node is gNB or intermediate UE (hereinafter referred to as IN-UE). So a unified air interface for different topologies would also be the target of RAN2 discussion. 
RAN1 also have much discussion on the CW characteristics. From RAN2 perspective, we tend to think that it’s better to avoid the impacts of CW on the signaling procedures, but the location of CW provision (inside or outside the topology) may have some impacts on the detailed discussion, e.g., for timer design. 
From RAN2 perspective, for Topology 1, the main task is to design a new air-interface based on backscattering communication and compact protocol stack. For Topology 2, besides reusing the new air-interface, we firstly assume that the interface between BS and IN-UE should try to leverage legacy 5G NR air interface. And according to the SID, the additional network control on the IN-UE needs to be studied. Moreover, some other general aspects needs to be discussed, such as, whether both idle/inactive mode UE and connected mode UE can act as IN-UE, how to determine/select the IN-UE and which node can do such determination.
On top of the study for both Topology 1 and Topology 2, it’s easy to understand that the different topologies can be transparent to the AIoT device since a unified air interface will be assumed. However, for BS, there may be a question that whether it’s possible for BS to support both Topology 1 and Topology 2. And if yes, whether or when the BS needs to decide which Topology will be used and how to decide. 
According to above considerations, from RAN2 perspective, we suggest that a scope for RAN2 study related to the topologies can be briefly discussed and some general study directions can be decided.
Proposal 5: RAN2 take the following discussion points into account and take all or some of them as study directions:
· Topology 1 with indoor Device and indoor BS is prioritized to study.
· For Topology 1: 
· A new air-interface based on backscattering communication and compact protocol stack will be studied.
· For Topology 2:
· The air interface design and protocol stack between the device and IN-UE in Topology 2 should be same as those between the device and BS inTopology 1.
· The interface between BS and IN-UE should try to leverage legacy NR air interface, with additional network control information provision.
· RAN2 dicuss whether both idle/inactive mode UE and connected mode UE can act as IN-UE.
· How to determine/select the IN-UE should be also studied.
· RAN2 discuss whether it’s possible for BS to support both Topology 1 and Topology 2, if yes, how to decide which topology will be used.
1.1.6 Transport Channels
During RAN1#116 meeting, some agreements related to downlink and uplink channel/signal aspects have been made as below: 
	R1-2401729	Feature lead summary#1 on downlink and uplink channel/signal aspects	
Agreement
For ambient IoT devices, a dedicated physical broadcast channel for R2D, e.g. PBCH-like, is not considered for study.
Agreement
For ambient IoT devices, at least for R2D data transmission, a physical channel (PR2DCH) is studied.
· System information (if defined) is transmitted on the PR2DCH.
· FFS Whether/how control information is transmitted on the PR2DCH.
Note: the naming of PR2DCH is used for the sake of the study.
R1-2401799	Feature lead summary#2 on downlink and uplink channel/signal aspects	
Agreement
For ambient IoT devices, at least for D2R data transmission, a physical channel (PDRCH) is studied along with the following,
· Response transmitted from device to reader during contention-based access procedure is transmitted on the PDRCH
· FFS: Details of response
· FFS Whether/how/what D2R control information (if defined) is transmitted on the PDRCH
· Note: the naming of PDRCH is used for the sake of the study


Similar as that in 5G NR, the physical layer offers information transfer services to MAC and higher layers. The term for describing the physical layer transport services is "Transport Channel", which can be seen as a link between physical channels and the logical channels at MAC sublayer.
It can be expected that AIoT device will have very simple design, e.g., maybe simpler than NB-IoT, on transport channels and the mapping between transport channels and physical channels. According to the latest RAN1 progress and taking the NB-IoT as reference, and also based on our assumption on the potential functionalities, we give the following examples on the possibly required transport channels and the mapping between transport channels and physical channels for AIoT device. Certainly this can be taken as reference or just starting point for further discussion.
Please note, for the items with question marks, it is necessary to consider whether they are needed, according to the discussion on the corresponding functionalities. For example, it’s still unclear whether Broadcast Channel and Random Access Channel will be needed.
	

· Broadcast Channel (BCH)
· Paging Channel (PCH)
· Downlink Shared Channel (DL-SCH)
	

· Random Access Channel(s) (RACH)
· Uplink Shared Channel (UL-SCH)



Proposal 6: RAN2 needs to discuss the transport channels for AIoT device and also the mapping between transport channels and physical channels. RAN2 can take the following figures as baseline for further discussion:
	

	


	(a) Mapping between uplink transport channels and uplink physical channels
	(b) Mapping between uplink transport channels and uplink physical channels


1.2 Service procedures 
1.2.1 Cell awareness and camping
As for more of the AIoT devices, the dominant service type will be Inventory, which means the device is passively perform the service. If a device is not activated, it can keep silent or be in a state where it can perceive any signal. In other word, the device generally does not need to proactively be aware of the existence of a specific BS/cell and measure it. 
Moreover, as long as the device is activated, it can mainly communicate with the peer node that activates it and the information of the peer node can be obtained in the communication processes. So there is also no need for the AIoT device to perform legacy cell camping and also need not to be aware of the cell identification.
Proposal 7: RAN2 discuss whether AIoT devices need to perform camping on a specific cell as legacy and also need to be aware of the cell identification.
1.2.2 Status of AIoT device
In the description for the General Scope in the SID, it has been mentioned no RRC states will be supported for the AIoT devices. According to this basic assumption, we can assume that the AIoT devices will always keep in idle mode.
However, with reference to the RFID, it’s still beneficial to do some differentiation about the status of an AIoT device. Distinguishing the different status of a AIoT device, for the device side, can help to reduce the unnecessary behaviors or reduce the processing of unnecessary events, and for the BS side, can facilitate BS to differentially handle the AIoT devices with different status and achieve the benefit of avoiding operating all the devices every time.
An example can be found in the following Figure 1 which differentiate status for AIoT device and also describe how the device responds to events by changing its status.


Figure 1. Status differentiation for AIoT device
The general description for each status can be seen as below:
· Stand by: 
· Can receive energy from Carrier Wave or harvest energy from ambient environment;
· Can handle Inventory PDU which may include kind of information (identifier list or status) for selecting the AIoT device (s);
· Cannot send any data;
· Ready:
· Can receive energy from Carrier Wave or harvest energy from ambient environment
· Can start accessing the network or wait for transmission resource collision resolved
· Cannot send any data
· Access: 
· Can receive energy from Carrier Wave or harvest energy from ambient environment
· Can address the collision
· Cannot send any data
· Has conflicted
· Can receive energy from Carrier Wave or harvest energy from ambient environment
· Can handle Inventory PDU which may include kind of information (identifier list or status) for selecting the AIoT device (s);
· Cannot send any data
· Has accessed
· Can receive energy from Carrier Wave or harvest energy from ambient environment
· Can send Device ID PDU
· Has been inventoried
· Can receive energy from Carrier Wave or harvest energy from ambient environment
· Can handle DL data PDU and response
· Be in transmission
· Can receive energy from Carrier Wave or harvest energy from ambient environment
· Can handle DL data PDU and response
Proposal 8: RAN2 discuss whether differentiation on status needs to be supported for AIoT device with intention to reduce the unnecessary behaviors in device side and to avoid operating all the devices every time for BS. 
1.2.3 Basic Inventory procedure
As mentioned above, for more or most of AIoT devices, the dominant service type is Inventory in which the main operation is to read the identifier of an AIoT device. With reference to the RFID, an example of the air-interface signaling exchanging for the basic Inventory procedure is given as below.
Here one assumption is that the carrier-wave may be provided externally and AIoT device can always acquire the energy, therefore, there is no stringent guarantee that every uplink transmission is preceded by a downlink transmission which provides energy for the device to perform backscattering communication for next UL transmission.
Moreover, as the protocol stack design is also under discussion, here we try to use kind of general terms such as message or PDU, with the intention to avoid using specific terms as RRC message or MAC PDU etc.


Figure 2. Basic Inventory procedure
During a basic inventory procedure, the AIoT device and the BS firstly need to identify each other to ensure that they are legitimately communicating. After completing the identification for each other, the AIoT device can report the Device ID to the network:
1) At beginning, the BS broadcast a message, e.g., msg0, which may be an Inventory PDU carrying some selection information. Upon reception of msg1, the AIoT device that determines it matches the selection condition can respond a message at a transmission resource determined according to resources indicated in the msg1. The determination of transmission resource can be based on some anti-collision algorithm, e.g., Q-algorithm. If the device detects the collision, the device will wait for another broadcast message from BS carrying the information to resolve the collision. 
· Here the selection information in the msg1 may refer to: 
· the Device ID or Device ID list or Device ID mask;
· the status of AIoT device: that means the BS may want to only inventory the devices with specific status, e.g., the ones who have conflicted in last inventory procedure. Or in other word, the device with status “have been inventoried” can skip the Inventory PDU.
2) When the collision is resolved, the device can feedback a response message to the BS, e.g., msg2, which may be an Access PDU carrying a random number, e.g., a value like RN16 in RFID.
3) Considering that it’s highly possible that the complicated HARQ or ARQ mechanisms will not be supported for the AIoT device, the AIoT device may have no way to know whether the BS has received the msg2, therefore, a completion message would be needed with the purpose of indicating that the receipt of msg2 is complete. Therefore, in the next step, the AIoT device can receive a downlink message, e.g., msg3, which may be a confirm PDU from the BS. This downlink message can carry back the random number reported by the AIoT device in msg2. Then the AIoT device can confirm that the BS has received its response msg2 and the process of identifying each other between the AIoT device and the BS can be considered as complete. The AIoT device can mark the status as “Has accessed”.
· After device transmits the Access PDU, device will wait for the Confirm PDU for a time duration. If no msg3 is received within the duration, the device can mark the status as ‘Has conflicted’.
4) Furthermore, the AIoT device can send another uplink message, e.g., msg4 to the BS. This message may carry the Device ID of the AIoT device. With this message the Inventory procedure can be finished. Upon receiving kind of ACK for the msg4, the AIoT device can mark the status as “Has been inventoried”.
Proposal 9a: It’s suggested that RAN2 discuss and give general description of a basic Inventory procedure. RAN2 can take the Figure 2 as baseline for further discussion.
1.2.3.1 Contents in msg1
Even RAN1 has agreement that no PBCH would be introduced and only PR2DCH and PDRCH are introduced between device and reader, RAN1 still indicates that System information (if defined) can be transmitted on the PR2DCH. So from RAN2 perspective, we also assume the msg1 can be kind of broadcast signaling as it can be received by all the AIoT devices within the coverage of a BS.
Moreover, the main purpose of msg1 is to provide kind of common configuration, especially the radio resource configuration and also the selection information for the BS to select all or part of AIoT devices to involve the Inventory procedure.
In the cellular network, an area may be covered by multiple base stations, and therefore the AIoT devices may receive DL PDU from multiple base stations. In order to ensure an AIoT device can always communicate with same BS during the whole procedure, it can be considered to put kind of BS/Reader identification in the DL PUD.
According to above consideration, here are some high level considerations for the possible information in the msg1:
· Configuration information
· The network identification and network type, etc. 
· The time domain resources in which the response signaling was sent, for example, the delay range of the response message. 
· As the UL backscattering transmission performed by AIoT device is mainly a reflection of the received DL signal, it’s possible that the frequency domain resources configuration can be simplified. Additionally, if multiple carriers are supported and the devices have the capability of supporting frequency shift, the frequency domain resources configuration may be needed.
· The requirements for the response signaling, e.g., the format, content, and the modulation and coding schemes used in physical layer etc.
· Some parameters or value range of the parameters for the anti-collision algorithm.
· Selection information:
· The permanent or temporary identifier of an AIoT device or a list of identifiers for several AIoT devices or the identifier mask, the status of the AIoT device.
Proposal 9b: It’s suggested that RAN2 discuss the contents in the first DL signaling of the basic Inventory procedure. At least the network identify, transmission resources for response signaling, parameters of anti-collision algorithm and device selection information can be considered.
After initial Inventory, there may be still some devices which fails to response the Inventory. Therefore, it may exist the need for NW to re-Inventory those failed devices.
Moreover, in some application use cases, after the network has inventoried the devices in the current area, some new devices will entered the area. Therefore, the network needs to perform kind of delta Inventory with the intention to only Inventory the new-arriving AIoT devices but no need to re-Inventory the devices which have already been inventoried.
Generally, it’s feasible for the BS to only select part of the devices to participate in the Inventory procedure, for example, by indicating the selected Device IDs or the expected status, e.g., “has conflicted”. 
Proposal 9c: It’s suggested that RAN2 discuss whether delta Inventory needs to be supported and how to perform delta Inventory.
1.2.4 Group Inventory procedure
Based on the basic Inventory procedure in section 2.2.3, an end-to-end Inventory procedure is given as below. Such end-to-end Inventory procedure can be proactively initiated by the core network node, e.g., AMF or a new management function specifically for AIoT (hereinafter referred to as AIoTMF), to inventory all the AIoT devices in a certain area.
It’s easy to understand that the efficient way to perform such Inventory procedure is to use group-based procedure, e.g., by introducing Group ID-like information in the DL signaling or UL signaling, and one DL signaling or UL signaling can be used to serve multiple AIoT devices.


Figure 3: Group Inventory for Topology 1
1. The Application Function (AF) interacts with the 3GPP Core Network in order to provide services. As legacy 5G NR, AF considered to be trusted by the operator can be allowed to interact directly with relevant Network Functions, or if not allowed by the operator to access directly the Network Functions, it can be via the NEF to interact with relevant Network Functions. Based on this, AF for AIoT application can send an Inventory request to the core network.
2. The CN node, e.g., NEF can discover and select AMF/AIoTMF(s) to perform the Inventory, based on some stored information and criteria.
3. The CN node, e.g., NEF send an Inventory request to the selected AMF/AIoTMF(s). For example, Group ID, or a device list corresponding to a Group can be provided in this Inventory request signalling and further delivered to the subsequent nodes.
4. The AMF/AIoTMF which receives the Inventory request signalling can discover and select BS/Reader(s) to perform the Inventory.
5. The AMF/AIoTMF send an Inventory start to the selected BS/Reader(s).
6. The BS/Reader which receives the Inventory start signalling will broadcast the Inventory PDU which may include configuration and/or selection information to the AIoT devices.
7. For each AIoT device which receives the Inventory PDU and determine it fulfils the selection criteria, it can access the BS. And after completing the process of identifying each other between the AIoT device and the BS, the AIoT device can report its Device ID to the BS. Moreover, the BS can encapsulate the Device ID into a NAS PDU and deliver it to the CN node, e.g., AMF/AIoTMF(s). Note: In order to minimize the impacts on the core network and RAN3 specifications, and also try to leverage the existing functionalities of the NAS layer as much as possible, we prefer that the NAS layer still be applied, at least between the base station and the core network.
8. The AMF/AIoTMF(s) can perform Device ID validation and Subscription check with other CN node, e.g., UDM/ASUF.
9. After validating the Device ID, the AMF/AIoTMF(s) can further report the Device ID to the AF. Note: the step 9 can be skipped as the AMF/AIoTMF(s) may pending the delivery of the Device ID until all the Device ID are collected.
10. After collecting the Device ID from all the AIoT devices to be inventoried, the BS can send an Inventory Complete to the AMF/AIoTMF(s).
11. After collecting Inventory Complete from all the triggered BS/Reader, the AMF/AIoTMF(s) can send an Inventory Response to the CN node, e.g., NEF. Here the AMF/AIoTMF(s) can deliver all the collected and verified Device IDs to the core network at one time.
12. The CN node can send an Inventory report including all the verified Device IDs to AF. The Inventory procedure is completed.
Proposal 10: It’s suggested RAN2 to support both single-device inventory procedure as well as group-based inventory procedure.
1.2.5 Inventory procedures for Topology 2
For Topology 2, we think it’s easy to achieve an end-to-end Inventory procedure with involvement of intermediate UE based on an extension of the end-to-end Inventory procedure for Topology 1 (see section 2.2.4). 
An example procedure is as following:


Figure 6: Group Inventory for Topology 2
In order to support the communication betweenn IN-UE and AIoT device in Topology 2, some control information via SIB can be considered. The possible control information may be as below:
· an indication on whether to support the communication between IN-UE and AIoT device;
· the frequency domain resources, e.g., frequency band and/or bandwidth, for the communication between IN-UE and AIoT device;
· the time domain resources, e.g., period, start time, for the communication between IN-UE and AIoT device;
· transmission power of the IN-UE and may be other physical layer configuration;
· an indication on whether a new logical channel, or new SRB, or new DRB is needed for IN-UE to transfer the data from AIoT device. If yes, the identity or configuration for the new logical channel, or the new SRB or new DRB;
· An indication to indicate that IN-UE can allocate device identifier to AIoT devices. Moreover, a range of device identifier may be pre-configured to IN-UE by the BS
Proposal 11a: It’s suggested that RAN2 discuss and give general description of an end-to-end Inventory procedure initiated by the AF for Topology 2. The Group Inventory procedure for Topology 1 in Figure 3 can be taken as baseline and further extended. 
Proposal 11b: RAN2 discuss the control information on intermediate UE from BS.
1.2.6 Other issues
After the initial Inventory procedure, it’s also possible for the AF to trigger another Inventory for some other purposes, e.g., to send command or do data queries. It’s also possible for CN node or even BS to trigger the Inventory, e.g., for some devices that have previously failed to response Inventory.
During the initial Inventory, since there is no pre-registration from AIoT devices (see the discussion in section 2.2.1) and so the CN has no idea about the distribution of the devices under the network, the CN node and BS may need to send Inventory request in a relatively large range. Then in order that the subsequent inventories can be performed in a more appropriate range, we think it’s beneficial to let network node be aware of the distribution of the devices, at least the association between the devices and the network node, or even with the BS(s).
After the device successfully reports the device ID to the BS, the device information will be reported to the AF via a management function node in the core network, e.g., MF. Therefore, we understand during the Inventory procedure, the association between the devices (e.g., Device IDs) and the CN nodes, or even with the BS(s) can be collected. This information-collecting process can be seen as a registration-like procedure which can help to setup the context for the devices within network. Meanwhile, this process perhaps can be transparent to the AIoT devices. 
If the application server (AF) decides that it no longer needs to serve the AIoT device(s) and maintain the AIoT device(s) information, similar as that in RFID, the AF can initiate a procedure to “kill” the AIoT device (e.g., send a kill command to the AIoT devices). Within the core network, such procedure can also be used to deregister the context of the devices.
Proposal 12: RAN2 protocols may need to support transfer of NAS messages (such as registration-like messages, kill/de-registration like messages) if needed from SA2 perspective.
1.3 General considerations on Layer 2 design
1.3.1 General assumptions
As reference, besides Device power consumption and Device complexity which are just under discussion in RAN1, other RAN design targets for AIoT identified during RAN level study are listed as below:
· Coverage: By indoor / outdoor, grouping different Devices into a range that WGs can sub-select within
· the maximum distance of 10 – 50 m for indoor
· the maximum distance of 50 – 500 m for outdoor
· User experienced data rate: The user experienced data rate target is, for the uplink and downlink, maximum not less than 5 kbps, and minimum not less than 0.1 kbps
· Maximum message size: The design target of maximum message size is approximately 1000 bits to be received by the Ambient IoT device, and approximately 1000 bits to be transmitted from the Ambient IoT device, based on the maximum application layer packet size.
· Latency: The one-way end-to-end maximum latency targets, as defined in TR 22.840, are:
· Longer latency target: 10 seconds
· Shorter latency target: 1 second
· Positioning accuracy: The design target of absolute positioning accuracy when performed by the cellular network (including assisting nodes when present) is:
· [bookmark: _Hlk131521101]1~3 meters @ 90% indoor location.
· Several tens of meters @ 90% outdoor location
· Connection/device density: According to the consolidated potential KPIs in TR 22.840, the maximum connection density target is:
· 150 devices per 100 m2 for indoor scenarios.
· 20 devices per 100 m2 for outdoor scenarios
· Moving speed of device: The design target of moving speed of Ambient IoT device is 10 km/h, at least for indoor scenarios. NOTE: Absolute speed is used in Topology (1), (2) and (3). Relative speed is used in Topology (4).

According to previous discussion for use cases and also the above cited RAN design targets, we can see that the characteristics of AIoT device’s main services may be very similar to that of NB-IoT UE so at least the following assumptions can be made with the reference to NB-IoT:
· The most potential applications for AIoT devices are also in various vertical industries, so it can be expected that the general communication data format for AIoT devices will also be unstructured data (refer to also as non-IP data), then non-IP data transmission needs to be supported for AIoT. But this can wait for SA2 decision;
· The DL/UL maximum message size is approximately 1000 bits which is almost same as the NB-IoT, then we can assume the segmentation and reassembly functionalities would be with low priorities or may not need to be supported at all. Based on this assumption, we can also take Control Plane CIoT EPS/5GS optimization, e.g., data over signaling, as the basic data transmission scheme (maybe with further simplification). Accordingly, NG-U data transfer or User Plane CIoT 5GS Optimization, and also Data radio bearer (DRB) don’t need to be supported;
· In many AIoT use cases, the Device ID (whether it’s permanent subscriber identifier or kind of temporary identifier is under discussion in SA2) may need to be exchanged on the interfaces, the security scheme will still be needed to avoid privacy information exposure. Moreover, some operations may also need to be protected, e.g., the end-to-end protection of the queried data or protection of Commands and Command Results. As only NAS layer security can provide end-to-end protection and it’s no need to have both NAS layer security and AS layer security for the super simple terminals such as AIoT devices, it’s suggested to only supported NAS layer security for AIoT devices, e.g., without AS layer security.
Proposal 13: RAN2 discuss and confirm the following assumptions for Ambient IoT:
· Data over signaling (e.g., like Control Plane CIoT EPS/5GS optimization) can be baseline scheme for study;
· User Plane CIoT 5GS Optimisation or NG-U data transfer is not used;
· Data radio bearer (DRB) is not used;
· AS security is not used;
1.3.2 Compact protocol stack
In the RAN level study for AIoT [3, TR 38.848], there are already some high level discussion on the need of compact protocol stack and lightweight signalling procedure to achieve the RAN design targets for the super low complexity AIoT devices.
In [6] and [7], with necessity analysis for the functionalities of different protocol layers, detailed discussion are given respectively for control plane protocol stack and user plane protocol stack. Based on the analysis, the simplified control plane protocol stack and user plane protocol stack for AIoT are proposed.
1.3.3 MAC PDU format
According to the analysis in [6] and [7], the necessity of RRC layer can be discussed but the MAC layer will be needed for AIoT. The MAC PDU will be the main protocol data unit for containing the signaling/data transmission on the air interface.
In legacy 4G or 5G system, a MAC PDU is a bit string that is byte aligned (i.e. multiple of 8 bits) in length. Moreover, in a MAC PDU, besides the MAC Service Data Units (MAC SDU), there are other overhead including MAC header, MAC control elements and optionally padding. For AIoT, due to backscattering transmission in UL, the payload size cannot be large. Therefore, we need to compress unimportant or unnecessary overhead as much as possible for AIoT MAC PDU. Generally, we prefer that the MAC PDU for AIoT no longer needs to be byte aligned and can be variable. And the MAC header/subheader can be omitted.
Proposal 14a: RAN2 discuss a newly designed MAC PDU for AIoT. Such MAC PDU for AIoT no longer needs to be byte aligned and can be with variable length. And the MAC header/subheader are no longer needed.
In the following paragraphs, we give conceptual formats for DL MAC PDU and UL MAC PDU respectively. 
· Conceptual format for DL MAC PDU


· source identity: optional, indicates the identification of the transmitter of the MAC PDU
· target identity: optional, indicates the identification of the receiver of the MAC PDU
· PDU type: this indication is used to indicate different MAC PDU types, for example, the Inventory MAC PDU etc. 
· length of information: indicating the length of information content.
· information content: the real information needs to be provided in the DL.
· scheduling information: indicating the resources for the following UL response PDU transmission.
· end mark: optional, indicates the end of the current MAC layer transmission, it can be related to the segmentation function in MAC layer.
·  Conceptual format for UL MAC PDU

 
· source identity: optional, indicates the identification of the transmitter of the MAC PDU
· target identity: optional, indicates the identification of the receiver of the MAC PDU
· PDU type: this indication is used to indicate different MAC PDU types, for example, the Access MAC PDU.
· length of information: indicating the length of information content.
· information content: the real information needs to be provided in the UL.
· end mark: optional, indicates the end of the current MAC layer transmission, it can be related to the segmentation function in MAC layer.

Please note, some proposed contents may also be discussed in Physical layer and may be put in the physical layer container. This can be further check in the later stage.
Moreover, if it wants to further reduce the length of MAC PDU, the PDU type may be not needed. In order word, instead of defining general DL/UL MAC PDU, several different MAC PDUs with different functionality can be introduced.
Proposal 14b: RAN2 discuss the conceptual format for DL MAC PDU and UL MAC PDU.
1.3.4 Paging
The detailed discussion on how to apply the Paging in the Inventory procedure can be found in [8]
1.3.5 Random access
The detailed discussion on how to apply the random access function in the Inventory procedure can be found in [9]
[bookmark: _Hlk83889356][bookmark: _Hlk83889312]Conclusion
According to initial analysis on RAN2 general aspects for supporting Ambient IoT, the following proposals are given:
Proposal 1: It’s suggested to capture the following general definition for Ambient IoT in TR 38.769:
	x.x Ambient IoT
Ambient IoT provides access to network services using protocol stack optimized for ultra-low complexity and ultra-low power consumption (e.g. full carrier bandwidth is xxx kHz, subcarrier spacing can be xxx kHz).
A number of protocol functions including device ID allocation which uniquely identifies the device in an inventory area, Paging, random access, and data transmission over signaling can be supported for Ambient IoT devices. Unless hereunder specified, the other protocol functions supported by normal NR UEs are not used and need not be supported by gNBs and the devices only using Ambient IoT access. 



Proposal 2: It’s suggested to add Term description in the TR 38.769 for the traffic types for Ambient IoT services, e.g., DO-DTT, DT and DO-A:
	x.x Terms
Device-originated - device-terminated triggered (DO-DTT): The device originated traffic is triggered by the device terminated traffic or signalling.
Device-terminated (DT): The traffic is terminated at the AIoT device.
Device-originated - autonomous (DO-A): The traffic is originated from the AIoT device autonomously without outside triggering.



Proposal 3a: RAN2 assume a Device ID similar as IMSI may be assigned by the network operator for AIoT device.
Proposal 3b: Whether a TMSI-like Temporary Device Identifier which is allocated by core network and unique within the 3GPP network is needed can be left to decision in SA2.
Proposal 3c: RAN2 needs to discuss whether a Radio Network Temporary Identifier (e.g., C-RNTI like) is needed for AIoT device.

Proposal 4: RAN2 assumes that all the device types will be studied and a harmonized air interface design with minimized differences (where necessary) for different AIoT devices will be expected. 

Proposal 5: RAN2 take the following discussion points into account and take all or some of them as study directions:
· Topology 1 with indoor Device and indoor BS is prioritized to study.
· For Topology 1: 
· A new air-interface based on backscattering communication and compact protocol stack will be studied.
· For Topology 2:
· The air interface design and protocol stack between the device and IN-UE in Topology 2 should be same as those between the device and BS inTopology 1.
· The interface between BS and IN-UE should try to leverage legacy NR air interface, with additional network control information provision.
· RAN2 dicuss whether both idle/inactive mode UE and connected mode UE can act as IN-UE.
· How to determine/select the IN-UE should be also studied.
· RAN2 discuss whether it’s possible for BS to support both Topology 1 and Topology 2, if yes, how to decide which topology will be used.

Proposal 6: RAN2 needs to discuss the transport channels for AIoT device and also the mapping between transport channels and physical channels. RAN2 can take the following figures as baseline for further discussion:
	

	


	(c) Mapping between uplink transport channels and uplink physical channels
	(d) Mapping between uplink transport channels and uplink physical channels



Proposal 7: RAN2 discuss whether AIoT devices need to perform camping on a specific cell as legacy and also need to be aware of the cell identification.

Proposal 8: RAN2 discuss whether differentiation on status needs to be supported for AIoT device with intention to reduce the unnecessary behaviors in device side and to avoid operating all the devices every time for BS. 

Proposal 9a: It’s suggested that RAN2 discuss and give general description of a basic Inventory procedure. RAN2 can take the Figure 2 as baseline for further discussion.
Proposal 9b: It’s suggested that RAN2 discuss the contents in the first DL signaling of the basic Inventory procedure. At least the network identify, transmission resources for response signaling, parameters of anti-collision algorithm and device selection information can be considered.
Proposal 9c: It’s suggested that RAN2 discuss whether delta Inventory needs to be supported and how to perform delta Inventory.

[bookmark: _GoBack]Proposal 10: It’s suggested RAN2 to support both single-device inventory procedure as well as group-based inventory procedure.

Proposal 11a: It’s suggested that RAN2 discuss and give general description of an end-to-end Inventory procedure initiated by the AF for Topology 2. The Group Inventory procedure for Topology 1 in Figure 3 can be taken as baseline and further extended. 
Proposal 11b: RAN2 discuss the control information on intermediate UE from BS.

Proposal 12: RAN2 protocols may need to support transfer of NAS messages (such as registration-like messages, kill/de-registration like messages) if needed from SA2 perspective.

Proposal 13: RAN2 discuss and confirm the following assumptions for Ambient IoT:
· Data over signaling (e.g., like Control Plane CIoT EPS/5GS optimization) can be baseline scheme for study;
· User Plane CIoT 5GS Optimisation or NG-U data transfer is not used;
· Data radio bearer (DRB) is not used;
· AS security is not used;

Proposal 14a: RAN2 discuss a newly designed MAC PDU for AIoT. Such MAC PDU for AIoT no longer needs to be byte aligned and can be with variable length. And the MAC header/subheader are no longer needed.
Proposal 14b: RAN2 discuss the conceptual format for DL MAC PDU and UL MAC PDU.
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