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[bookmark: OLE_LINK39][bookmark: OLE_LINK38][bookmark: OLE_LINK37]Introduction
In this contribution, we aim to establish the basic understanding on Functionality-based LCM for UE-side model. First, we believe that the functionality identification is a prerequisite before reporting the UE capability and applicability condition. After functionality identification, UE can report its capabilities and the conditions under which a certain functionality can be applied. Finally, the functionality-based management is performed, which is mainly controlled by the network.  Functionality selection/activation/deactivation/switching/fallback can be decided by the network side. Furthermore. There is a need for the network to indicate the NW-side condition to the UE, for instance, to assist model-level operation at the UE side in functionality-based LCM.
Discussion
[bookmark: OLE_LINK13]Clarification on Conditions and Additional Conditions
In RAN1 discussion and TR [1], the terms ‘condition’ and ‘additional conditions’ are used. Although those terms cause lots of confusion, there are distinct difference between them. For AI/ML functionality identification and functionality-based LCM, functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability. For an AI/ML-enabled feature/FG, additional conditions refer to any aspects that are assumed for the training of the model but are not a part of UE capability for the AI/ML-enabled feature/FG. It is unclear which information can be part of the static UE capability and which information can be changed dynamically. RAN1 should split the static and dynamic parts of the information, while RAN2 needs to consider the detailed procedure. 
Observation 1: In RAN1 discussion, ‘condition’ is static, which is indicated via UE capability or associated with UE capability. ‘Additional condition’ can change dynamically. 
Proposal 1: RAN2 assumes that the ‘condition’ associated to an AI/ML functionality/model is static, which is indicated via UE capability or associated with UE capability. The ‘additional condition’ (e.g., scenarios, sites, and datasets) associated to an AI/ML functionality/model can change dynamically, requiring a procedure in a more dynamic manner.
In RAN1 evaluation, the generalization performance of the AI/ML model is evaluated over various of configurations/scenarios for each use case. The term 'scenarios' could signify a range of conditions, including various deployment scenarios, different distributions of outdoor or indoor UE, a variety of UE mobility levels, or a range of carrier frequencies. Other aspects of scenarios are not excluded.
Configurations might stand for parameters such as different UE settings, an assortment of gNB settings, a variety of bandwidths (like 10MHz, 20MHz), diverse antenna port layouts (for instance, N1/N2/P) or different numbers of antenna ports (such as 32 ports, 16 ports), among others. Various use cases might emphasize different elements of the scenarios and configurations. 
All scenarios, configurations, and sites can be linked to or represent certain conditions/additional conditions. Some of these conditions need to be communicated over the air interface to ensure consistency between model training and model inference for an AI/ML model. The additional conditions of AI/ML models can be categorized into two types: Network-side additional conditions (e.g., network-side beam pattern) and UE-side additional conditions (e.g., UE-side beam pattern). These conditions play an important role in the effective functioning and accuracy of the AI/ML models.
Observation 2: All scenarios, configurations, and sites that are associated with an AI/ML functionality or model can be linked to or represent certain conditions or additional conditions.
Proposal 2: Both UE-side and network-side conditions should be considered when evaluating the applicability of an AI/ML functionality. 
In our RAN2 discussions, we use another term, 'applicability condition'. As per our understanding, it represents a combination of 'condition' and 'additional condition'. These together define the applicability of an AI/ML functionality or model in a specific scenario with specific configurations. This means that the AI/ML model's effectiveness and relevance are determined by these applicability conditions in a given scenario. 
[bookmark: OLE_LINK26]Usage of the Applicability Conditions in LCM
Data Collection
Based on RAN1 discussion, the collected data needs to be categorized for the purpose of differentiating characteristics of data due to specific configuration and condition. Different datasets used to train various AI/ML models are associated with specific combinations of configurations/conditions/additional conditions, and each has unique characteristics. Consequently, different datasets meant for disparate configurations/conditions/additional conditions should be distinct. This is why RAN1 agreed to utilize assistance information for data collection. This enables the categorization of data into IDs to differentiate data characteristics resulting from specific configurations/conditions/additional conditions. This principle applies to both UE-side and network-side data collection and model training.
Given the configurations/additional conditions variability, if the AI/ML model lacks adequate generalization performance, a model trained based on a dataset collected under one network/UE setting may not be applicable to another network/UE setting. Therefore, any change in the network/UE setting might need to be communicated to the entities collecting and storing the dataset.
When collecting data on the UE side, categorizing or assistance information associated with RAN configurations, conditions, additional conditions and scenarios should be coupled with datasets exhibiting different characteristics and made available to the UE side.
Observation 3: Categorizing or assistance information related to the applicability conditions is associated with the collected datasets, which should be available to the entities that collect and store the dataset. 
Model training and generalization verification
During offline training, the AI/ML model is trained based on a dataset that correlates with specific configuration/condition, it guarantees that the generated AI/ML model is suited for these particular configurations/conditions. Ideally, the AI/ML model should exhibit excellent generalization performance, implying its applicability to other configurations/conditions. To evaluate an AI/ML model's generalization performance, the model is tested across a variety of configurations/conditions. If the AI/ML algorithm demonstrates a performance gain in these settings, the model's applicability to these configurations/conditions is verified. 
Once deployed, the AI/ML model is considered suitable for all configurations, scenarios, and sites related to the training dataset and the dataset with verified generalization. Hence, these applicable configurations/conditions/additional conditions linked to the AI/ML model should be treated as integral parts of the model's meta-information and synchronized through model/functionality identification.
Observation 4: Applicability condition associated with the dataset for model training and the dataset that showed verified generalization performance can be perceived as part of the meta-information of the AI/ML model.
Model Delivery/Transfer
In RAN2#123 meeting, RAN2 discussed two types of model transfer/delivery initiation, i.e., reactive model transfer/delivery and (FFS) proactive model transfer/delivery. In the proactive model transfer/delivery approach, AI/ML models are pre-downloaded to the UE, enabling a model switch when changes in scenarios/conditions happen. Conversely, in the reactive model transfer/delivery method, an AI/ML model gets downloaded when change of scenarios/conditions are detected.
If reactive model transfer/delivery is considered, the challenge within case y requires ensuring the OTT server is aware of the associated configurations/conditions/additional conditions. This allows it to promptly deliver the suitable model to the UE. As for case 'z1' and 'z3', since the model is trained by the OTT server and held within the 3GPP network, akin to case 'y', the model as well as the associated configurations/conditions information are stored in the appropriate gNB location within the 3GPP network. The coordination of configurations/conditions/additional conditions between the OTT server and the 3GPP network remains unclear. For case z1~z5, given that the model resides within the 3GPP network, the network must be knowledgeable about the AI/ML model's applicable configurations/conditions/additional conditions. 
Observation 5: The entities initiating the reactive model transfer/delivery procedure should be aware of the applicability conditions related to the AI/ML model/functionality.
Functionality Configuration
In RAN2#123bis meeting, RAN2 identified two scenarios for UE applicability reporting, i.e., ‘reactive’ reporting and ‘proactive’ reporting.  In our understanding, both of the UE applicability reporting scenarios are for the purpose of configuring AI/ML functionality or models. For functionality-based LCM, the network is aware of the specific configurations/conditions/additional conditions to enable/disable the AI/ML-enabled Feature/FG. Enable/Disable of the AI/ML-enabled feature/FG is realized by RRC configuration. 
Observation 6: The network is aware of the applicability conditions associated with each AI/ML Functionality, which allows the network to perform AI/ML functionality/model configuration. 
Model-level Operation in Functionality-based LCM
RAN1 agreed that monitoring based on applicable condition is considered for AI/ML model monitoring in LCM per use case. Such monitoring is also applied to the inactive model/functionality, where assessment/monitoring based on the additional conditions associated with the functionality is supported for the purpose of activation/selection/switching of UE-side functionality. 
Observation 7: Assessment/Monitoring based on the applicable conditions associated with the functionality is supported for the purpose of activation/deactivation/selection/switching/fallback. 
In RAN1#114bis meeting, RAN1 agreed that one approach to ensure the consistency between training and inference for UE-side model is that information and/or indication on NW-side additional conditions is provided to the UE. The NW-side condition can be provided in the broadcast signaling or dedicated signaling. Additionally, UE request on the configuration/condition can be considered.  
Observation 8: In order to ensure the consistency between training and inference for UE-side model, information and/or indication on NW-side additional condition can be provided to UE. 
[bookmark: OLE_LINK32]Functionality-based LCM operates based on, at least, one configuration or specific configurations of an AI/ML-enabled Feature/FG. Functionality-based LCM allows the possibility that AI/ML models may not be identified at the Network, and UE may perform model-level LCM without network intervention. In such cases, this necessitates the UE's awareness of the specific configuration/condition tied to the AI/ML model. In order to aid UE-side transparent model operations, the NW-side condition needs to be informed to the UE. 
Observation 9: For functionality-based LCM, the UE is aware of the applicability conditions with each AI/ML model to allow UE to perform model-level operation transparent to network. 
Proposal 3: The applicability conditions for functionality-based LCM are used for at least the following purposes:
· Categorizing the datasets for data collection
· Parts of meta information for Functionality identification
· Initiating the reactive model transfer/delivery
· Configuration of AI/ML-enabled feature/FG by the network
· Monitoring and assessment/monitoring on the active and inactive functionality
· Model-level operation by UE transparent to network in functionality-based LCM
Proposal 4: The NW-side conditions can be signalled from network to the UE w/wo UE request. 
[bookmark: OLE_LINK30]General Procedure for Functionality-based LCM
[bookmark: OLE_LINK34]The general procedure for functionality-based Lifecycle Management (LCM) unfolds as follows, as depicted in Figure 1:
1. Functionality Identification (Offline Phase):
· The process begins with the offline identification of AI/ML functionalities. This step is crucial for establishing a shared understanding of these functionalities between the Network (NW) and the User Equipment (UE).
· Conditions and any additional conditions associated with the identified functionalities are then synchronized between the UE and the network to ensure both parties have a common baseline.
2. UE Capability Reporting (Connection Phase):
· Once the UE connects to the network, it communicates its capabilities regarding the supported AI/ML functionalities to the network. This includes providing the conditions under which these functionalities can operate.
· The network receives the UE's capabilities and conditions for the AI/ML functionalities.
3. Network Configuration (Configuration Phase):
· Using the information on the UE's capabilities, the network configures the AI/ML functionalities. This configuration process also takes into account any additional conditions specific to the network side that may affect functionality.
4. Dynamic Adjustment (Operational Phase):
· As additional conditions on the UE side may change dynamically, the UE has two options: a. It can choose to follow the network's configuration as is. b. Alternatively, it can send updated applicability conditions back to the network if the initial configuration no longer aligns with the UE's current state or environment.
· The network then uses these reported applicability conditions from the UE to manage the AI/ML functionalities effectively. This allows the network to adapt to the UE's changing conditions and maintain optimal functionality.
This procedure ensures that AI/ML functionalities are managed throughout their lifecycle in a way that is responsive to both the network's and the UE's conditions, allowing for a dynamic and efficient LCM process.


[bookmark: OLE_LINK35]Proposal 5: Model/functionality identification should have been performed before UE capability/applicability condition reporting.
[bookmark: OLE_LINK36]Proposal 6: Functionality management is executed by taking into account the UE's capabilities (with condition) and applicability condition reporting. 
Conclusion
Observations:
Observation 1: In RAN1 discussion, ‘condition’ is static, which is indicated via UE capability or associated with UE capability. ‘Additional condition’ can change dynamically. 
Observation 2: All scenarios, configurations, and sites that are associated with an AI/ML functionality or model can be linked to or represent certain conditions or additional conditions.
Observation 3: Categorizing or assistance information related to the applicability conditions is associated with the collected datasets, which should be available to the entities that collect and store the dataset. 
Observation 4: Applicability condition associated with the dataset for model training and the dataset that showed verified generalization performance can be perceived as part of the meta-information of the AI/ML model.
Observation 5: The entities initiating the reactive model transfer/delivery procedure should be aware of the applicability conditions related to the AI/ML model/functionality.
Observation 6: The network is aware of the applicability conditions associated with each AI/ML Functionality, which allows the network to perform AI/ML functionality/model configuration. 
Observation 7: Assessment/Monitoring based on the applicable conditions associated with the functionality is supported for the purpose of activation/deactivation/selection/switching/fallback. 
Observation 8: In order to ensure the consistency between training and inference for UE-side model, information and/or indication on NW-side additional condition can be provided to UE. 
Observation 9: For functionality-based LCM, the UE is aware of the applicability conditions with each AI/ML model to allow UE to perform model-level operation transparent to network. 
Proposals:
Proposal 1: RAN2 assumes that the ‘condition’ associated to an AI/ML functionality/model is static, which is indicated via UE capability or associated with UE capability. The ‘additional condition’ (e.g., scenarios, sites, and datasets) associated to an AI/ML functionality/model can change dynamically, requiring a procedure in a more dynamic manner.
Proposal 2: Both UE-side and network-side conditions should be considered when evaluating the applicability of an AI/ML functionality. 
Proposal 3: The applicability conditions for functionality-based LCM are used for at least the following purposes:
1. Categorizing the datasets for data collection
1. Parts of meta information for Functionality identification
1. Initiating the reactive model transfer/delivery
1. Configuration of AI/ML-enabled feature/FG by the network
1. Monitoring and assessment/monitoring on the active and inactive functionality
1. Model-level operation by UE transparent to network in functionality-based LCM
Proposal 4: The NW-side conditions can be signalled from network to the UE w/wo UE request. 
Proposal 5: Model/functionality identification should have been performed before UE capability/applicability condition reporting.
Proposal 6: Functionality management is executed by taking into account the UE's capabilities (with condition) and applicability condition reporting. 
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