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1 Introduction
The Rel-19 XR WID [1] had been agreed and the following objectives related to scheduling enhancement are included in the scope:
	-
Specify Enhancements for Scheduling, as follows: 

-
For the UL, Study and if justified, Specify enhancements using delay/deadline information, for support of UL scheduling to enable high XR capacity while meeting delay requirements/avoiding too late PDUs. [RAN2].
NOTE:
LCP implementation complexity need to be taken into account when evaluating solutions.
NOTE:
Check in RAN#105


In this paper, we will identify the limitations of current LCP mechanism and propose candidate solutions.

2 Discussion
XR traffic is sensitive to latency for purpose of providing good user experience. And RAN2 had lots of valuable discussion during Rel-18 to make sure that XR traffic can be transmitted successfully as soon as possible. From our side, the most important mechanism considering latency is Delay Status Report (DSR), which makes NW aware of UE delay status (including remaining time of the LCG and the related buffer size) and facilitate for NW timely scheduling.
As for delay critical scheduling in Rel-19, we think that delay reduction can be considered for each operation in transmission cycle to avoid too late PDUs.
The steps before multiplexing and assembling usually include: 1. Sending Buffer Status Report / Delay Status Report; 2. Receiving UL Grant. Then, UE can perform multiplexing and assembling according to NW allocated resources and configuration of LCHs.
Thus, the paper discusses three parts: 1. How to speed up the NW awareness of the delay status of UE buffer? 2. How to avoid too late PDUs without LCP modification? 3. How to prioritize delay-critical packets during LCP procedure?
2.1 Enhancement to NW awareness of delay status of UE buffer
Rel-18 had done lots of work and the room for DSR sending optimization is little. In order to accelerate the transmission of UE buffer status information, DSR triggered SR is also introduced in Rel-18 besides DSR triggering condition, i.e., SR will be sent regardless of the status of SR delay timer.
Maybe RAN2 can consider to introduce padding DSR similar with padding BSR but with additional delay information which may be beneficial for NW scheduling. However, we think the benefit is marginal because all the packets are non-delay-critical packets in this case.
Observation 1: RAN2 may consider to introduce padding DSR for NW scheduling.
2.2 Avoid too late PDUs via resource allocation
After receiving the BSR/DSR from UE, NW may schedule UE to transmit packets using the allocated resources indicated in UL Grant.
To avoid the situation that delay-critical packets is blocked (i.e., do not have transmission opportunity), the simplest way is to allocated sufficient resources that can accommodate all packets to UE. In this way, all the packets including non-delay-critical packets and delay-critical packets can be multiplexed. However, the method belongs to NW implementation and may be harmful to NW capacity.

Observation 2: Assigning large UL grant can be considered, but it belongs to NW implementation and may be harmful to NW capacity.
2.3 Prioritization of delay-critical packets during LCP procedure
Then, let’s discuss on LCP enhancement to ensure the successful transmission of delay-critical packets if the allocated resources are not sufficient.

UE may have no chance to transmit the delay-critical packets (whose remaining time is below the threshold) of some LCHs even if UE received the UL grant that can accommodate for all the delay-critical packets before the discard timers associated with those packets expire.

This is because the current LCP mechanism follows a LCH-priority based solution, i.e., after fulfilling the Bj assigned for each LCH, the data from high-priority LCHs are multiplexed into the MAC PDU firstly compared to the data from low-priority LCHs. The mechanism leads to the issue that delay-critical packets of low priority LCHs will wait until all the packets (including delay-critical packets and non-delay-critical packets) of higher priority LCHs have been multiplexed into the MAC PDU. An example procedure using current multiplexing and assembly mechanism can be seen in the Figure 1. When allocated uplink resource is not large enough, the delay-critical packets of low priority LCHs will not be transmitted timely and will be discarded due to discard timer expires in the worst case.
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Figure 1. Example of current multiplexing and assembly mechanism
Observation 3: The delay-critical packet in low priority LCH will be blocked by high priority LCH, so that it may not have chance to be transmitted and its delay requirement cannot be guaranteed.
From our side, the first possible solution is to utilize LCH mapping restrictions.
By configuring suitable LCH restriction, part(s) of LCH(s) will have opportunities to transmit packets. And the successful transmission of delay-critical packet can be guaranteed in some cases. 
Considering LCH restrictions configured by RRC to control LCP procedure, the allowedCG-List may need more attention. It restricts whether the UL MAC SDU from the LCH can be mapped to the indicated configured grant configuration.
However, allowedCG-List is pre-configured (i.e., it is more like a semi-static way). And whether delay-critical packets are available and which LCH has the most delay-critical packets are dynamic which changes over time. NW cannot configure a suitable CG configuration. The delay-critical packets in some LCHs may still have no chance to be transmitted.
One possible way is to configure one dedicated CG configuration for one LCH. In this way, the LCH will get more transmission opportunities for delay-critical packets. But it belongs to NW implementation and may not be flexible enough. RAN2 can consider LCH restriction related enhancement if needed.
Observation 4: RAN2 can consider LCH restriction related enhancement if needed, e.g., LCH to CG configuration mapping is 1:1.
We think there are two more directions towards the target excluding the above proposed solutions:
Adjust the priority of LCH according to its remaining time. Considering the reason why delay-critical packet is blocked is because it is in low priority LCH, the most straight forward way is to promote the priority of the LCH the delay-critical packet locates. In this way, it can get more transmission occasion so that the latency requirement of XR packet can be satisfied.
Observation 5: Adjust the priority of LCH according to the remaining time of its delay-critical packets.
Specify dedicated resources that used for prioritizing the transmission of delay-critical packets. As NW can aware of UE delay status via UE reported DSR. NW can configure the dedicated transmission resource that used only for delay-critical packets, or non-delay-critical packets can be considered only if all the delay-critical packets had been multiplexed in the MAC PDU. In this way, delay-critical packet in low priority LCH will not be blocked by non-delay-critical packet in high priority LCH. 
Observation 6: Specify dedicated resources that used for prioritizing the transmission of delay-critical packets.
RAN2 can consider all the above observations and give further evaluation on benefits and complexity per direction.
Proposal 1: RAN2 can consider the following five directions:

· Alt1: Adjust the priority of LCH according to the remaining time of its delay-critical packets.

· Alt2: Specify dedicated resources that used for prioritizing the transmission of delay-critical packets.
· Alt3: LCH restriction enhancement like LCH to CG mapping.

· Alt4: Assign a large UL Grant.
· Alt5: Introduce padding DSR.
3 Conclusion

In this contribution, we identify the limitations of current LCP mechanism and propose some candidate solutions:
Observation 1: RAN2 may consider to introduce padding DSR for NW scheduling.
Observation 2: Large UL grant can be considered, but it belongs to NW implementation and may be harmful to NW capacity.
Observation 3: The delay-critical packet in low priority LCH will be blocked by high priority LCH, so that it may not have chance to be transmitted and its delay requirement cannot be guaranteed.
Observation 4: RAN2 can consider LCH restriction related enhancement if needed, e.g., LCH to CG configuration mapping is 1:1.
Observation 5: Adjust the priority of LCH according to the remaining time of its delay-critical packets.
Observation 6: Specify dedicated resources that used for prioritizing the transmission of delay-critical packets.
Proposal 1: RAN2 can consider the following five directions:

· Alt1: Adjust the priority of LCH according to the remaining time of its delay-critical packets.

· Alt2: Specify dedicated resources that used for prioritizing the transmission of delay-critical packets.
· Alt3: LCH restriction enhancement like LCH to CG mapping.

· Alt4: Assign a large UL Grant.
· Alt5: Introduce padding DSR.
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