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1. [bookmark: _Ref521334010]Introduction
In RAN#102, a new work item on AI/ML for NR air interface was approved [1]. UE side data collection is one bullet of the Study objectives:
	Study objectives with corresponding checkpoints in RAN#105 (Sept ’24):
· Necessity and details of model Identification concept and procedure in the context of LCM [RAN2/RAN1] 
· CN/OAM/OTT collection of UE-sided model training data [RAN2/RAN1]: 
· [bookmark: _Hlk152950182]For the FS_NR_AIML_Air study use cases, identify the corresponding contents of UE data collection
· Analyse the UE data collection mechanisms identified during the FS_NR_AIML_Air (TR 38.843 section 7.2.1.3.2) study along with the implications and limitations of each of the methods 
· Model transfer/delivery [RAN2/RAN1]: 
· [bookmark: _Hlk152950348]Determine whether there is a need to consider standardised solutions for transferring/delivering AI/ML model(s) considering at least the solutions identified during the FS_NR_AIML_Air study 


Following Chairlady’s guidance “Study part of WID - Contributions should focus on the mechanisms identified for data collection for UE side model training during rel-18”, in this contribution we mainly focus on the data collection for UE-side model training as bolded in the table1 below.
Table 1 Classification of data collection
	
	Model training
	Model inference
	Performance monitoring

	UE-sided model
	Training of UE-sided model
	Inference of UE-sided model
	Monitoring of UE-sided model

	NW-side model
	Training of NW-sided model
	Inference of NW-sided model
	Monitoring of NW-sided model


2. Background
In TR38.843 [2], the UE-side data collection is generally described as below:
	7.2.1.3.2	Data collection for UE-side model training 
The following proposals were discussed in RAN2: 
1. UE collects and directly transfers training data to the Over-The-Top (OTT) server;
1a) OTT (3GPP transparent)
1b) OTT (non-3GPP transparent)
1. UE collects training data and transfers it to Core Network. Core Network transfers the training data to the OTT server.

1. UE collects training data and transfers it to OAM. OAM transfers the needed data to the OTT server.
RAN2 did not study or analyse these proposals and did not agree to requirements or recommendations.


All 3 proposals above are related to the data collection to OTT server. Other possibilities are mentioned in the use case specific section 7.2.3 and 7.2.4 in TR38.843:
For BM use case:
	·  Model Training:
· For UE-side models, training data can be generated by the UE, while the termination point for training data may include the UE or a UE-side OTT server.
· Note: RAN2 identified the cases in which OAM or Core Network may be used for UE-side model training. However, no study was conducted since this is beyond the scope of this Working Group. 
· Note: RAN2 identified the case in which gNB may be used for UE-side model training. However, no conclusion was reached, as this depends on the RAN1 progress.


For Pos use case:
	· Model Training:
· For UE-side models, training data can be generated by the UE, while the termination point for training data may include the UE or a UE-side OTT server. 
· Note: RAN2 identified the cases in which OAM or Core Network may be used for UE-side model training. However, no study was conducted since this is beyond the scope of this Working Group.
· Note: RAN2 identified the case in which LMF may be used for UE-side model training. However, no conclusion was reached, as this depends on the RAN1 progress.


Therefore, based on the discussion in R18 SI phase, 4 options could be further considered.
Observation 1: Based on the discussion in R18 SI phase, 4 options could be further considered:
· Option 1, UE collects and directly transfers training data to the OTT server;
· Option 2, UE collects training data and transfers it to the OTT server via CN/OAM;
· Option 3, UE collects training data and transfers it to gNB/CN/LMF for training;
· Option 4, UE collects training data and transfers it to OAM for training.
3. OTT server data collection mechanisms
TR38.843 section 7.2.1.3.2 is about training data collection to the OTT server. The proposals may be 3GPP transparent or non-3GPP transparent.
We classify the proposals into 2 options based on whether the 3GPP internal signaling is needed:
Option 1 - UE collects and directly transfers training data to the OTT server
Option 1 has 2 sub-options, the first one is that the training data will be transferred to the OTT server in a 3GPP transparent manner. There is no any protocol impact if 3GPP transparent manner is used for UE, NW and MNO. And for the second one, since the data is "directly" transferred to the OTT server, even in a non-3GPP transparent manner, the control level of OAM over the training data will be very limited.
Therefore, we believe that option 1 has little overall impact on the 3GPP system, and even has no protocol impact inside RAN2 scope.
Observation 2: If UE collects and directly transfers training data to the OTT server, it has little overall impact on the 3GPP system, and even has no protocol impact inside RAN2 scope.

Option 2 - UE collects training data and transfers it to the OTT server via CN/OAM
Option 2 is the option with 3GPP internal signaling, for which the training data is not-transparent to the CN/OAM node. Since the second step of “data transfer from CN/OAM to the OTT server” is not within the scope of 3GPP, we could only discuss on the first step: “from UE to CN/OAM”. This can be considered as a similar issue of the option 3 as below.
Observation 3: If UE collects training data and transfers it to the OTT server via CN/OAM, it can be considered as a similar issue of “whether/how to transfer the training data to CN/OAM” inside the 3GPP system, since the next step of training data transfer from CN/OAM to the OTT server is not within the scope of 3GPP system.
Proposal 1: OTT server data collection could adopt the non-3gpp-transparent CN/OAM data collection mechanisms.
4. CN/OAM data collection mechanisms
TR38.843 section 7.2.3 and 7.2.4 is about training data collection to 3GPP internal node.
Option 3 - UE collects training data and transfers it to gNB/CN/LMF for training
[bookmark: _GoBack]If the training of a NW side model is to be performed at the network (e.g., gNB, CN, etc.,), then we think the same data collection mechanisms/frameworks and principles are applicable as the data collection for UE side model training. That is, the gNB and OAM centric approaches and the corresponding principles that were agreed in R18 are applicable for collecting data for UE side model training.
RAN1 achieved some agreements about NW(LMF) side model inference in RAN1#116 meeting, and this report content could also be apply for training data collection due to the assumption made by RAN1:
	Measurement report for LMF-side model inference (implicitly impact data collection for training)


So based on the analysis in our contribution on NW-side data collection [3], LMF should be the terminated node of Pos use case, case 2b.
Observation 4: LMF is the terminated node of training data collection of NW side model for Pos use case.
For UE side data collection for training, RAN1 has the similar assumption, and the report content could be apply for both data collection of inference and training:
	Report from gNB/UE-side model’s inference output (implicitly impact data collection for training)


So at least for Pos use case, in order to standardize the process flow among different cases and among different LCM steps (e.g. inference, training), LMF should be the terminated node of training data collection of both UE side model training and NW side model training, at least inside the 3GPP system. Whether LMF will transfer the training data to a OTT server outside 3GPP system is out of RAN2 scope for positioning use case.
Proposal 2: LMF could be the node of training data collection of UE side model training to align with the process flow of NW side training data collection for positioning use case, at least inside the 3GPP system.
The legacy mechanism of LPP could be reused to carry the report content. Take case 2a for example. For model inference/training, RAN1 has the agreements as below:
	Agreement
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]For AI/ML assisted positioning Case 2a, at least LOS/NLOS indicator and/or timing information are supported for reporting. 
· If LOS/NLOS indicator is reported, the indicator can be reported as soft indicator or hard indicator as defined in 38.214.
· If timing information is reported, the timing information at least can be reported via DL RSTD or UE Rx-Tx time difference as defined in 38.215.
· Note: details of the report are pending further discussion.


Since the legacy LPP message of “ProvideLocationInformation” is used by the target device to provide positioning measurements or position estimates to the location server, so for case 2a, it seems reasonable to reuse the legacy report content in this message:
· For NR DL-TDOA positioning, the nr-RSTD and nr-los-nlos-Indicator in nr-DL-TDOA-ProvideLocationInformation in ProvideLocationInformation message can be reused;
· For NR Multi-RTT positioning, the nr-UE-RxTxTimeDiff and nr-los-nlos-Indicator in nr-Multi-RTT-ProvideLocationInformation in ProvideLocationInformation message can be reused.
Proposal 3: Reuse legacy report content in LPP message of ProvideLocationInformation to carry the timing information (e.g. DL RSTD or UE Rx-Tx time difference) and LOS/NLOS indicator for UE-side model training input of case 2a for positioning use case.

Option 4 - UE collects training data and transfers it to OAM for training
Besides the positioning use case, we think the gNB may lack of the computing power or it is not necessary to act as computation nodes to carry out large-scale AI/ML training. Since the data content and format, used for training of UE side model, can be operator-dependent, instead of gNB/CN, OAM should be the terminated node of the training data inside the 3GPP system, at least for e.g. beam management use case.
The legacy mechanism of MDT could be reused with some enhancements. The assistance information (e.g. configuration, scenario) of training data could reuse the MDT configuration mechanism with AI/ML specific enhancements. And for the data logging and report, similar as the analysis in [3]: The immediate MDT (if any) should be enhanced with the data storage capability before reporting, and logged MDT (if any) should be enhanced with the data logging in RRC CONNECTED state.
Proposal 4: OAM should be the terminated node of training data collection of UE side model training for e.g. beam management use case, and MDT mechanism with enhancement could be used for training data collection at least inside the 3GPP system.
5. Conclusion
In this contribution, we provide our views on UE side data collection, and the observations and proposals are summarized as follows:
Observation 1: Based on the discussion in R18 SI phase, 4 options could be further considered:
· Option 1, UE collects and directly transfers training data to the OTT server;
· Option 2, UE collects training data and transfers it to the OTT server via CN/OAM;
· Option 3, UE collects training data and transfers it to gNB/CN/LMF for training;
· Option 4, UE collects training data and transfers it to OAM for training.
Observation 2: If UE collects and directly transfers training data to the OTT server, it has little overall impact on the 3GPP system, and even has no protocol impact inside RAN2 scope.
Observation 3: If UE collects training data and transfers it to the OTT server via CN/OAM, it can be considered as a similar issue of “whether/how to transfer the training data to CN/OAM” inside the 3GPP system, since the next step of training data transfer from CN/OAM to the OTT server is not within the scope of 3GPP system.
Proposal 1: OTT server data collection could adopt the non-3gpp-transparent CN/OAM data collection mechanisms.
Observation 4: LMF is the terminated node of training data collection of NW side model for Pos use case.
Proposal 2: LMF could be the node of training data collection of UE side model training to align with the process flow of NW side training data collection for positioning use case, at least inside the 3GPP system.
Proposal 3: Reuse legacy report content in LPP message of ProvideLocationInformation to carry the timing information (e.g. DL RSTD or UE Rx-Tx time difference) and LOS/NLOS indicator for UE-side model training input of case 2a for positioning use case.
Proposal 4: OAM should be the terminated node of training data collection of UE side model training for e.g. beam management use case, and MDT mechanism with enhancement could be used for training data collection at least inside the 3GPP system.
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