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1. [bookmark: _Ref521334010]Introduction
In RAN#102, a new work item on AI/ML for NR air interface was approved [1]. NW side data collection can be considered as one part of the specification supported bullets:
	Provide specification support for the following aspects:
· AI/ML general framework for one-sided AI/ML models within the realm of what has been studied in the FS_NR_AIML_Air project [RAN2]:
· Signalling and protocol aspects of Life Cycle Management (LCM) enabling functionality and model (if justified) selection, activation, deactivation, switching, fallback
· Identification related signalling is part of the above objective 
· Necessary signalling/mechanism(s) for LCM to facilitate model training, inference, performance monitoring, data collection (except for the purpose of CN/OAM/OTT collection of UE-sided model training data) for both UE-sided and NW-sided models
· Signalling mechanism of applicable functionalities/models


Following Chairlady’s guidance “Contributions should focus on the mechanisms and principles identified for data collection for network side model training during rel-18”, in this contribution we mainly focus on the data collection for NW-side model training as bolded in the table1 below.
Table 1 Classification of data collection
	
	Model training
	Model inference
	Performance monitoring

	UE-sided model
	Training of UE-sided model
	Inference of UE-sided model
	Monitoring of UE-sided model

	NW-side model
	Training of NW-sided model
	Inference of NW-sided model
	Monitoring of NW-sided model


2. Clarifications and general principles
Offline training
In R18 SI phase when drafting the data collection related reply LS part A [2] to RAN2, it was agreed that:
	Agreement
Common Notes for all sub-use-cases:
· In answering latency requirements, RAN1 used the following descriptions:
· Relaxed (e.g., minutes, hours, days, or no latency requirement)
· Near-real-time (e.g., several tens of msecs to a few seconds)
· Time-critical (e.g., a few msecs)
· Model training is assumed to be offline training.


[bookmark: OLE_LINK3][bookmark: OLE_LINK4]So model training of all use cases are assumed to be offline training and the latency requirement is “Relaxed”. We believe this assumption should be maintained in the WI phase in R19.
Proposal 1: The assumption of “offline training” should be maintained in the WI phase in R19 for all use cases, and the latency requirement of offline training is “Relaxed”.
Training data collection mechanism
In TR38.843 [3], the section “7.2.1.3 Data collection” includes the concept as below:
· A general description and a table of existing data collection methods identified;
· Section 7.2.1.3.1 Considerations for network-side data collection;
· Section 7.2.1.3.2 Data collection for UE-side model training.
[bookmark: _GoBack]From the content of these sections we see that the general description and the table of existing data collection methods can be adopted for inference, monitoring, and training of both the UE-sided model and the NW-sided model:
	7.2.1.3	Data collection
Data collection plays a crucial role in enabling the different use cases. Therefore, it is important to define the best approaches for collecting data to support UE-side and network-side model inference, monitoring, and training.  
Table 7.3.1.2-1 lists existing data collection mechanisms available in current RAN specifications for the UE to report measurements to another entity acting as termination point for this data. As highlighted in clause 4.2, the analysis/selection of the data collection frameworks should focus on the RRC CONNECTED state for both data generation and reporting. As such, the Table can provide useful insights into existing methods with respect to various categories identified as relevant for data collection method selection.


Observation 1: The data collection mechanisms table 7.3.1.2-1 in TR38.843 encompasses various possibilities of data collection, e.g. for UE-side model or network-side model, for model inference, monitoring, and training.
For training data collection of NW side model, all the potential mechanisms are not precluded in R19. So in R19, the table 7.3.1.2-1 in TR38.843 should be considered as starting point for the training data collection of NW side model in WI phase of R19.
Proposal 2: The potential data collection mechanisms listed in the table 7.3.1.2-1 in TR38.843 should be considered as starting point for the training data collection of NW side model in WI phase of R19.
Mapped entities of model training
And in section 7.2.1.3.1, the network-side data collection are considered.  In this section, conclusions for all the above-mentioned possibilities (model inference, monitoring, and training) for NW-side model are not fully included:
	7.2.1.3.1	Considerations for network-side data collection 
A set of general data collection principles is expected to be considered for network-side model training. These include:
· UE to support data logging,
· UE to report the collected data periodically, event-based, and on-demand,
· The UE memory, processing power, energy consumption, signalling overhead should be considered.
Note: The above principles can be revised depending on RAN1 requirements.
Furthermore, and regarding the use cases in this study, the following is considered. 
For CSI and beam management use cases, the training of network-side models can consider both gNB and OAM-centric data collection mechanisms. The gNB-centric data collection implies that the gNB can configure the UE to initiate/terminate the data collection procedure. The potential impact of L3 signalling for the reporting of collected data should be assessed.  
On the other hand, OAM-centric data collection implies that the OAM provides the configuration (via the gNB) needed for the UE to initiate/terminate the data collection procedure. MDT framework can be considered to achieve this. The potential impact on MDT for RRC_CONNECTED state should be assessed.
For positioning use cases, when considering LMF-side inference, it is assumed that the LPP protocol should be applied to the data collected by UE and terminated at LMF, while the NRPPa protocol should be applied to the data collected by gNB and terminated at LMF. While for LMF-side performance monitoring, it is assumed that the LPP protocol should be applied to the data collected by UE and terminated at LMF, while the NRPPa protocol should be applied to the data collected by gNB and terminated at LMF.
Note: For gNB- and OAM-centric data collection, there may be a need to consult with RAN3 and SA5 whether/how OAM is to be involved.
Note: For possible impacts due to positioning use cases, there may be a need to consult with RAN3 whether/how NRPPa is to be involved.


From the description of section 7.2.1.3.1 in TR38.843 we see that:
· For general data collection principles, “network-side model training” is considered;
· For CSI and BM use cases, the “training of network-side models” are considered, including both gNB and OAM-centric data collection mechanisms;
· For positioning use cases, the “LMF-side inference” and “LMF-side performance monitoring” are considered.
Other possibilities have no explicit conclusions in this section. But in the use case specific section 7.2.3 and 7.2.4 in TR38.843:
For BM use case:
	· Inference:
· For network-side model inference, the UE can generate the necessary input data while the termination point for this input data lies within the gNB, where the inference process is performed.
· Management:
· Monitoring:
· For network-side model, the monitoring resides within the gNB. 


For Pos use case:
	· Model Training:
· For gNB-side model, training data can be generated by the gNB, while the termination point for training data may include the gNB, or OAM. 
· Note: RAN2 identified the case in which LMF may be used for gNB-side model training. However, no conclusion was reached, as this depends on the RAN1 progress.
· For LMF-side model, the LMF is the termination point for training data. 
· Inference:
· For gNB-side model inference, input data is internally available at gNB. For this case, the UE can also generate the necessary input data while the termination point for this input data lies within the gNB where the inference process is performed.
· Management:
· Monitoring:
· For monitoring at the gNB side, and if needed, calculated performance metrics or data required for performance metric calculation, can at least be generated by the gNB.


Therefore, for data collection of NW side model for all possibilities, the preliminary conclusions about mapped entities in the R18 SI phase as summarized as Table 2:
Table 2 Mapped entities of network-side data collection in the R18 SI phase
	
	Model training
	Model inference
	Performance monitoring

	BM
gNB-side model
	Including both gNB and OAM-centric mechanisms
	Termination point for UE’s input data lies within the gNB
	Monitoring resides within the gNB

	PoS
LMF-side model
	LMF is the termination point for training data for  LMF-side model;
	[bookmark: OLE_LINK1][bookmark: OLE_LINK2]LMF is the termination point with LPP/NRPPa protocol for  LMF-side model;
	LMF is the termination point with LPP/NRPPa protocol for  LMF-side model;

	PoS
gNB-side model
	gNB, or OAM (LMF FFS, depend on RAN1) is the termination point for training data for gNB-side model;
	Input data is internally available at gNB or generated by UE for gNB-side model.
	Input data is at least internally available at gNB for gNB-side model.


Among them, for training data collection of NW side model, it is proposed to discuss the detailed mechanisms based on the R18 preliminary conclusions:
· For gNB-side model of BM use case, gNB and OAM-centric mechanism are considered;
· For gNB-side model of PoS use case, gNB, OAM and LMF-centric mechanism are considered;
· For LMF-side model of PoS use case, LMF is the termination point.
Proposal 3: RAN2 to discuss the detailed mechanisms of training data collection of NW side model based on the R18 preliminary conclusions of:
· For gNB-side model of BM use case, gNB and OAM-centric mechanism are considered;
· For gNB-side model of PoS use case, gNB, OAM and LMF-centric mechanism are considered;
· For LMF-side model of PoS use case, LMF is the termination point.
General principles agreed in R18
For general data collection principles agreed in R18, 3 aspects are mentioned:
· Data logging in UE
For data logging, since the RAN1 reply LS (Part B) about data collection in R18 [4] has confirmed that for all use cases, the typical latency requirements are “ Relaxed”, it is reasonable to support the data logging in UE.
Proposal 4: UE to support data logging for network-side model training as mentioned in TR38.843.
· Choice of reporting type
For the reporting types, RAN1 has no agreement:
	Note 4: No agreement on reporting types (i.e., periodicity, event-triggered/on-demand, etc.).


Since the reporting types is not in the consideration in RAN1, which reporting type(s) should be supported could be totally discussed in RAN2, and we think it is an important influencing factor for the mechanism choice. Take the existing data collection mechanisms as example:
If we adopt the immediate MDT method, the event triggered and the periodically reporting could be supported naturally, but if we adopt the logged MDT/LPP method, the on-demand reporting could be supported based on the gNB/server’s request.
Observation 2: The decision on the reporting type choice per use case is an important influencing factor for the mechanism choice of the network-side model training data collection.
· Consideration on the UE memory, processing power, energy consumption, signalling overhead
In R18, RAN1 has response the LS [4] for RAN2’s question about the essential aspects as below:
· Data content
· Typical data size (value or value range) of the identified data content
· Reporting type (e.g., periodic, event triggered, other) of the identified data content
· Typical latency requirement (value or value range) to transfer the identified data content
Other than the reporting type which has no agreement by RAN1, the rest 3 aspects will more or less affect the UE memory, processing power, energy consumption, signalling overhead.
Proposal 5: RAN2 to take details (e.g. data content, typical data size and the typical latency requirement) of RAN1 reply LS R1-2310681 into account for analyzing the UE memory, processing power, energy consumption, and signalling overhead.
3. NW side data collection for training per use case
For the specific use case, we need to check which mechanism is appropriate for model training of the NW-sided model, respectively.
3.1. Beam management
[bookmark: OLE_LINK5][bookmark: OLE_LINK6]For gNB-side model of BM use case, training data can be generated by the gNB or UE, gNB and OAM-centric mechanism are considered. The training data generate by the UE may include: L1-RSRP of beams, Top-1/K beams index.
For gNB-centric data collection, the gNB can configure the UE to initiate/terminate the data collection procedure. The potential existing mechanisms could be utilized include:
· L3 measurements;
· L1 measurement (CSI reporting);
· UE Assistance Information (UAI).
Among the above mechanism, whether to use CSI report should depend on RAN1. So we propose RAN2 to follow RAN1’s discussion on this issue first. If RAN1 has no agreement, then L3 measurement and UAI could be discussed by RAN2. Since data logging in UE should be supported, both mechanisms should enhance the data storage capability before reporting.
Proposal 6: For gNB-centric data collection, first follow RAN1’s discussion on whether CSI report could be used as training data collection mechanism for NW side model for BM use case. If not, L3 measurement and UAI enhanced with data storage capability could be discussed in RAN2.
[bookmark: OLE_LINK7][bookmark: OLE_LINK10]For OAM-centric data collection, the OAM can configure UE(s) to initiate/terminate the data collection procedure. Immediate MDT and logged MDT could be used as training data collection mechanism. Since data logging in UE should be supported, immediate MDT (if any) should be enhanced with the data storage capability before reporting; and logged MDT (if any) should be enhanced with the data logging in RRC CONNECTED state.
If the signalling based MDT is used, specific UE could be identified to report the model training input, and if management based MDT is used, the NG-RAN node could have the right to select appropriate UE(s) to collect the model training input based on the OAM’s requirement.
Proposal 7: For OAM-centric data collection, immediate MDT and logged MDT with enhancement could be used as training data collection mechanism for NW side model for BM use case.
3.2. Positioning accuracy enhancements
In Rel-19 WID, the 5 sub-cases of Pos use case are divided into first priority cases (case 1/3a/3b) and second priority cases (case 2a/2b) in WID. But the case 3a and 3b are about the NG-RAN and LMF which is in RAN3 scope, we think it is necessary to re-discuss the prioritization issue. As we analyses in [5], RAN1’s common understanding is that the discussion of 2nd priority cases should not hinder the discussion of 1st priority cases, and artificial obstacles should not be imposed on the discussion of 2nd priority cases. This proposal should also apply to the NW side data collection for model training.
Proposal 8: Follow RAN1’s common understanding that the discussion of 2nd priority cases should not hinder the discussion of 1st priority cases, and artificial obstacles should not be imposed on the discussion of 2nd priority cases.
Another proposal in [5] is that RAN2 could only focus on cases 1, 2a and 2b which are between UE and LMF that may involve RAN2’s signaling design. And inside which only the case 2b is about NW side model (LMF side model):
Table 3 Mapped entities of network-side data collection in the R18 SI phase
	
	Mapped entity of model
	WG division

	Case 1
	UE-side model
	RAN2 scope

	Case 2a
	UE-side model
	

	Case 2b
	LMF-side model
	

	Case 3a
	gNB-side model
	RAN3 scope

	Case 3b
	LMF-side model
	


Observation 3: Only case 2b is the NW side model in RAN2 scope.
RAN1 achieved some agreements about LMF side model inference in RAN1#116 meeting, and this report content could also be apply for training data collection due to the assumption made by RAN1:
	Measurement report for LMF-side model inference (implicitly impact data collection for training)


So for model inference/training, RAN1 has the agreements as below:
	Agreement
· For AI/ML based positioning case 2b, at least the following types of time domain channel measurements are supported for UE reporting to LMF: 
(a) timing information;
(b) paired timing information and power information.


Based on the agreements, for case 2b the information needs to be transmitted to LMF at least includes the intermediate positioning measurement result of time (DP) and time+power (PDP). But whether to support time+power+phase (CIR) is FFS and can be further discussed by RAN1;
Observation 4: At least AI/ML related UE measurement of DP/PDP needs to be transmitted to LMF for case 2b.
Since the transmission format of the DP/PDP/CIR(FFS) measurement should be provided by RAN1, RAN2 could first discuss in which message(s) such measurement could be carried. Since the AI/ML related UE measurement should be transferred to LMF, the LPP message could be used to carry them. The legacy measurement related messages, e.g. ProvideLocationInformation message, and such AI/ML related UE measurement could be included into e.g. nr-DL-TDOA-SignalMeasurementInformation or nr-Multi-RTT-SignalMeasurementInformation field as position estimates.
Proposal 9: Introduce the AL/ML specific measurement for LMF-side model training input e.g. DP/PDP/CIR(FFS) into in LPP message of ProvideLocationInformation for case 2b.
4. Conclusion
In this contribution, we provide our views on the training data collection for NW side model, and the observation and proposals are summarized as follows:
For clarifications and general principles
Proposal 1: The assumption of “offline training” should be maintained in the WI phase in R19 for all use cases, and the latency requirement of offline training is “Relaxed”.
Observation 1: The data collection mechanisms table 7.3.1.2-1 in TR38.843 encompasses various possibilities of data collection, e.g. for UE-side model or network-side model, for model inference, monitoring, and training.
Proposal 2: The potential data collection mechanisms listed in the table 7.3.1.2-1 in TR38.843 should be considered as starting point for the training data collection of NW side model in WI phase of R19.
Proposal 3: RAN2 to discuss the detailed mechanisms of training data collection of NW side model based on the R18 preliminary conclusions of:
· For gNB-side model of BM use case, gNB and OAM-centric mechanism are considered;
· For gNB-side model of PoS use case, gNB, OAM and LMF-centric mechanism are considered;
· For LMF-side model of PoS use case, LMF is the termination point.
Proposal 4: UE to support data logging for network-side model training as mentioned in TR38.843.
Observation 2: The decision on the reporting type choice per use case is an important influencing factor for the mechanism choice of the network-side model training data collection.
Proposal 5: RAN2 to take details (e.g. data content, typical data size and the typical latency requirement) of RAN1 reply LS R1-2310681 into account for analyzing the UE memory, processing power, energy consumption, and signalling overhead.
For beam management
Proposal 6: For gNB-centric data collection, first follow RAN1’s discussion on whether CSI report could be used as training data collection mechanism for NW side model for BM use case. If not, L3 measurement and UAI enhanced with data storage capability could be discussed in RAN2.
Proposal 7: For OAM-centric data collection, immediate MDT and logged MDT with enhancement could be used as training data collection mechanism for NW side model for BM use case.
For positioning accuracy enhancements
Proposal 8: Follow RAN1’s common understanding that the discussion of 2nd priority cases should not hinder the discussion of 1st priority cases, and artificial obstacles should not be imposed on the discussion of 2nd priority cases.
Observation 3: Only case 2b is the NW side model in RAN2 scope.
Observation 4: At least AI/ML related UE measurement of DP/PDP needs to be transmitted to LMF for case 2b.
Proposal 9: Introduce the AL/ML specific measurement for LMF-side model training input e.g. DP/PDP/CIR(FFS) into in LPP message of ProvideLocationInformation for case 2b.
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6. Annex – Data collection mechanism table in TR38.843
Table 7.3.1.2-1 lists existing data collection mechanisms available in current RAN specifications for the UE to report measurements to another entity acting as termination point for this data. As highlighted in clause 4.2, the analysis/selection of the data collection frameworks should focus on the RRC CONNECTED state for both data generation and reporting. As such, the Table can provide useful insights into existing methods with respect to various categories identified as relevant for data collection method selection.
Table 7.3.1.2-1. Existing data collection methods identified.
	Involved network entity (termination point)
	RRC state to generate data
	Max payload size per reporting*
	Contents to be collected
	1. End-to-End report latency**
	Report type
	Security and Privacy

	Method:  Logged MDT

	TCE/OAM
(Data can be utilized by gNB)
	IDLE / INACTIVE
	<9kbyte
	- L3 cell/beam measurements

- location information

- sensor information

- timing information
	1. Procedure latency***:
· Latency to enter CONNECTED state
· Latency to receive gNB request signalling (~20ms)
1. Air interface signalling latency****: 
· ~20ms (RRC)
1. Other latency:
· Forwarding latency between gNB and TCE
	Upon gNB request after entering RRC_CONNECTED
	AS security via RRC message

Privacy via user consent 

	Method: Immediate MDT

	TCE/OAM
(Data can be utilized by gNB)
	CONNECTED
	<9kbyte
	- L3 cell/beam measurements

- location information

- sensor information
	1. Procedure latency:
· Report interval: 
0. 120ms~30min for periodic report
0. TTT for event triggered report
1. Air interface signalling latency:
· ~20ms (RRC)
1. Other latency:
· Forwarding latency between gNB and TCE   
	- Event triggered

- Periodic reporting 
	AS security via RRC message

Privacy via user consent

	Method:  L3 measurements

	gNB
	CONNECTED
	<9kbyte
	L3 cell/beam measurements
	1. Procedure latency:
· Report interval: 
0. l20ms~30min for periodic report
0. TTT for event triggered report
1. Air interface signalling latency:
· 20ms (RRC)
	- Event triggered report

- Periodic reporting
	AS security via RRC message


	Method:  L1 measurement (CSI reporting)

	gNB
	CONNECTED
	<1706bit in PUCCH

<3840bit in PUSCH
	L1 CSI measurement
	1. Procedure latency:
· Report interval: 
0. 4-320 slot for periodic and semi-persistent report 
0. 0-32 slot after reception of DCI for aperiodic report 
1. Air interface signalling latency:
· 1 TTI (PUCCH) 
	- Aperiodic report

- Semi-persistent report

- Periodic report
	No AS security


	Method:  UE Assistance Information (UAI)

	gNB
	CONNECTED
	<9kbyte
	Assistance information to show UE preference
	1. Procedure latency:
· Upon generation of UE's preference
1. Air interface signalling latency:
· ~20ms (RRC)
	Up to UE implementation when to report
	AS security via RRC message


	Method: Early measurements

	gNB
	IDLE / INACTIVE
	<9kbyte
	L3 cell/beam measurements
	1. Procedure latency:
· Latency to enter CONNECTED state
· Latency to receive gNB request signalling (~20ms)
1. Air interface signalling latency: 
· ~20ms (RRC)
	Upon gNB request after entering RRC_CONNECTED
	AS security via RRC message


	Method: LPP

	LMF
	CONNECTED
	<9kbyte
	Location information
	1. Procedure latency:
· Latency to get upper layer trigger (for UE triggered)
· Or latency to receive network request message (~20ms)
1. Air interface signalling latency: 
· ~20ms (RRC)
1. Other latency:
· Forwarding latency between gNB and LMF
	- UE-triggered

- Network-triggered
	AS security via RRC message



* The payload size doesn't consider signalling overhead.
** The End-to-End report latency is the latency from availability of the measurement report at the UE side to the availability of the measurement report at the terminated network entity. The time to generate data or perform measurements depends on RAN1/RAN4 specification.
*** Procedure latency is the latency caused by procedures, including procedure to ready for reporting (e.g., entering CONNECTED state, report interval).
**** Air interface signalling latency is the latency to transmit one report, e.g., RRC signalling latency or PUCCH signalling latency.





