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[bookmark: OLE_LINK39][bookmark: OLE_LINK38][bookmark: OLE_LINK37]Introduction
In the RAN#102 plenary meeting [1], a new SID was approved on intelligence (AI)/machine learning (ML) for mobility in NR. 
	Study and evaluate potential benefits and gains of AI/ML aided mobility for network triggered L3-based handover, considering the following aspects:
· AI/ML based RRM measurement and event prediction, 
· Cell-level measurement prediction including intra and inter-frequency (UE sided and NW sided model) [RAN2]
· Inter-cell Beam-level measurement prediction for L3 Mobility (UE sided and NW sided model) [RAN2]
· HO failure/RLF prediction (UE sided model) [RAN2]
· Measurement events prediction (UE sided model) [RAN2]
· Study the need/benefits of any other UE assistance information for the network side model [RAN2]
· The evaluation of the AI/ML aided mobility benefits should consider HO performance KPIs (e.g., Ping-pong HO, HOF/RLF, Time of stay, Handover interruption, prediction accuracy, and measurement reduction) etc.) and complexity tradeoffs [RAN2]
· NOTE: Simulation assumption and methodology can leverage TR 38.901, 38.843 and 36.839. And leave the detail discussion to RAN2
· Potential AI mobility specific enhancement should be based on the Rel19 AI/ML-air interface WID general framework (e.g. LCM, performance monitoring etc) [RAN2]  
· NOTE: This would only be treated after sufficient progress is made in the Rel-19 AI/ML air interface WID 
· Potential specification impacts of AI/ML aided mobility [RAN2]
· Evaluate testability, interoperability, and impacts on RRM requirements and performance [RAN4]
· NOTE 1: RAN1/3 work can be triggered via LS
· NOTE 2: RAN4 scope/work can be defined and confirmed by RAN#105 after some RAN2 discussions (within the RAN4 pre-allocated TUs)
NOTE 3: To avoid duplicate study with “AI/ML for NG-RAN” led by RAN3
NOTE 4: Two-sided model is not included


In this paper, we explore the objective of AI/ML-based RRM measurement, the scope of which encompasses the prediction in spatial, temporal, and frequency domains. Specifically, we delve into the motivations for supporting predictions in the spatial and temporal domains for RRM measurement. We also detail the operational mechanics of the proposed solution and evaluate the system's performance through simulation.
Motivation
[bookmark: OLE_LINK33][bookmark: OLE_LINK32]The RRM measurement procedure is critical for maintaining the performance and reliability of mobile network. It allows the network to configure UE and manage the resources efficiently to provide better service quality. The network configures UE with measurement objects, reporting configurations, and measurement identifies. UE performs measurements according to the configured parameters, which requires UE to consume its resources, such as battery power and processing capabilities, and the UE may need measurement gaps for inter-frequency and inter-RAT measurements. Moreover, measurement reports generated by UEs introduce increased signaling overhead, which can adversely affect the network's overall capacity. With the evolution of cellular technology and the introduction of higher frequency bands such as FR2, the number of measurement reports can increase even further due to dynamic channel conditions, beamforming, dense deployments, and smaller cell sizes. To facilitate UE RRM measurements, the network transmits various types of reference signals, representing a significant system overhead that consumes both radio resources and network energy. 
[bookmark: _Hlk163056125][bookmark: OLE_LINK34]Observation 1: Legacy RRM measurement faces the challenges of high overhead in reference signal transmission and UE measurement reporting, and substantial effort required for UE measurements, which negatively impact the radio resources capacity and compromise energy efficiency at both the UE and the network side.
[bookmark: OLE_LINK36][bookmark: OLE_LINK35]Proposal 1: RAN2 aims to address the challenges of excessive overhead in reference signal transmission and UE measurement reporting, as well as the high measurement effort and power consumption required by the UE arising from the legacy RRM measurement mechanism.
At R18, 3GPP has studied AI/ML for Beam management, the evaluation results show AI/ML can provide good beam prediction accuracy with fewer measurements/RS overhead at temporal domain and spatial domain. For mobility, with certain spatial consistency AI/ML can be extended to work on cross-cell RRM measurement prediction. 
[bookmark: OLE_LINK40]With certain consistency in temporal/spatial domain, the prediction can lead to overhead reduction and energy saving. However, prediction is not always perfect, there is always a difference between prediction and actual value. For mobility, the prediction measurement difference will influence the system performance. Our objective is to minimize the reference signal overhead and UE measurement effort by leveraging AI/ML techniques, while simultaneously preserving the system's performance.
[bookmark: OLE_LINK43][bookmark: _Hlk163056147]Observation 2: The variance between predicted and actual values will impact the performance of the mobility system.
[bookmark: OLE_LINK41]Proposal 2: One goal of AI/ML-based RRM prediction is to investigate approaches that minimize reference signal overhead and UE measurement efforts while maintaining system performance comparable to those achieved by conventional non-AI mechanisms. 
[bookmark: OLE_LINK42]Driven by this goal, our discussion and evaluation center on the application of AI/ML in predicting RRM measurements within the spatial and/or temporal domains. We aim to decrease signaling overhead and reduce the UE measurement effort and power consumption, all without compromising the overall system performance. 
Discussion
[bookmark: _Hlk161415726][bookmark: OLE_LINK13]AI/ML Prediction in Spatial/Temporal domain for serving cell and neighboring cells
Considering the RRM measurement prediction on the spatial domain, aiming to reduce the spatial measurement effort while guaranteeing optimal system performance compared to the legacy RRM measurement method. 
Figure 1 illustrates how the spatial domain prediction operates. In the legacy BM procedure, the gNB performs beam sweeping from a1 to a4, and UE measures all beam-pairs quality. In AI/ML-based spatial RRM measurement, UE measures the subset of gNB beams (e.g., a1,a3,b1,b3) and predicts the remaining beams (e.g., a2,a3,b2,b4) using AI/ML model. Considering supervised learning, during the training stage, the model inputs and labels(ground-truth) are fed from UE measurement. Subsequently, during the inference stage, the UE measures partial beams as model input, including assistance information, e.g., UE location, enabling the AI/ML model to infer the quality of other beam-pairs.
[image: ]
Figure 1 Spatial domain RRM measurement prediction

Figure 2 illustrates how the temporal domain prediction operates. During the training stage, AI/ML-based RRM model utilizes historical measurement results [T-N, T] as the model input and future measurement results [T+1, T+M] as the label. The gNB performs comprehensive beam sweeping from beam a1 to a4, and UE measures the quality of all beam-pairs. With the trained model, during the inference stage, UE measures the full beam-pair’s quality at the observation window and infers the full beam-pair’s quality of the prediction window.
[image: ]
Figure 2 Temporal domain RRM measurement prediction
The AI model is assumed to be trained and inferred at UE side or NW side. Regarding different training/infer locations, AI/ML may with different assistance information as model input. 
Evaluation results for spatial domain RRM measurement prediction
Considering spatial RRM measurement prediction, the AI model is deployed to learn data characteristics, taking quality of partial beam-pairs as input while output quality of full beam-pairs information. The CNN model is utilized. Spatial domain beam prediction can be applied to L1 RSRP prediction or L3 RSRP prediction.
As the measurement beam numbers decreased, the average difference between the predicted L3 filtering RSRP value and the actual L3 filtering RSRP gradually expanded. Specifically, when the beam measurement number is reduced by 50%, the minimum RSRP difference is observed to be 1.43 dB.
[bookmark: OLE_LINK94][bookmark: OLE_LINK46]Comparing the system performance of the AI method and the traditional mobility method when the spatial measurement overhead is reduced by 50%, from Figure (a) it can be observed the average data interruption time caused by HOF/RLF and HO execution remains relatively consistent or slightly reduced. This can be attributed to the decrease in the overall number of Handovers, while slight increases in HOF and RLF occurrences are evident as indicated in Figures (b). From Figure(d) it can be observed the average ToS of UE in each cell increases relatively due to the reduction of the occurrences of Hos and Ping-pong. Moreover, as the UE movement speed increases, the AI approach notably amplifies the ToS compared to the traditional mobility method. We will explore to potentially achieve even greater reductions in reference signal overhead and UE measurement effort in the future.
      [image: ]          [image: ]
[bookmark: _Hlk162707842]   (a) Data interruption time rate                 (b)  HO success/HOF times 
      [image: ]          [image: ]
   (c) Ping-pong times                        (d) Average time of stay(ms)
[bookmark: _Hlk162359046]Figure 3 Simulation results for spatial RRM measurements
[bookmark: OLE_LINK47][bookmark: OLE_LINK44]Observation 3: By AI/ML spatial domain prediction, a 50% reduction in reference signal and UE measurement effort can be achieved, without any degradation in mobility performance compared with legacy L3 HO in the metrics such as HOF, Ping-pong, data interruption time, and average TOS. 
Evaluation results for temporal domain RRM measurement prediction
[bookmark: OLE_LINK45]Considering temporal RRM measurement prediction, the AI model is used to learn data characteristics based on the beam measurement information with historical information to predict the beam information of future moments. The CNN/Transformer model is utilized. The input is the historically measured quality of beam-pairs and UE location information, and the output is the quality of beam-pairs in the future. Time domain beam prediction can be applied to L1 RSRP prediction or L3 RSRP prediction.
Preliminary simulation results of time domain beam prediction show that when the measurement time overhead is reduced by 50% through the prediction of beam information in the future through the AI model, the minimum difference between the predicted value and the actual RSRP is 1.64dB.
Comparing the system performance of the AI method and the traditional mobility method when the time-domain measurement overhead is reduced by 50%, remains relatively consistent or slightly reduced. This can be attributed to the decrease in the overall number of Handovers, while slight increases in HOF and RLF occurrences are evident as indicated in Figures (b). From Figure(d) it can be observed the average ToS of UE in each cell increases relatively due to the reduction of the occurrences of HOs and Ping-pong. At the same time, as the UE movement speed increases, the AI method increases the ToS more significantly than the traditional mobility method. The prediction results from time-domain RRM measurements also show that in high-speed scenarios, the AI method diminishes measurement overhead while minimally affecting system performance. We will explore to potentially achieve even greater reductions in reference signal overhead and UE measurement effort in the future.
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   (a) Data interruption time rate                 (b) HO success/HOF times 
 [image: ]           [image: ]
   (c) Ping-pong times                        (d) Average time of stay(ms)
Figure 4 Simulation results for temporal RRM measurements
Observation 4: By AI/ML temporal domain prediction, a 50% reduction in reference signal and UE measurement effort can be achieved, without any degradation in mobility performance compared with legacy L3 HO in the metrics such as HOF, Ping-pong, data interruption time, and average TOS. 
Observation 5: For the High-speed mobility scenario, there is more room for performance improvement both for temporal and spatial domain RRM measurement.
Proposal 3: RAN2 study AI/ML temporal/spatial prediction for both serving cell and neighboring cells for RRM measurement to reduce the reference signal overhead and measurement efforts at the UE side.
[bookmark: OLE_LINK2]Proposal 4: RAN2 study AI/ML temporal/spatial prediction at both L1 and L3 for RRM measurement at beam and cell levels.
Performance Metrics and Simulation Assumption
The performance metrics can include the performance and complexity of the AI/ML model and system performance for mobility.
· Intermediate metrics
The intermediate metrics reflect the performance of the AI/ML model, which is derived from the model output and actual value. For temporal/spatial domain RRM measurement prediction, the RSRP difference between prediction value and actual value can be considered as intermediate metrics. Besides, the typical KPI for regression model can also be considered, e.g., MSE/RMSE.
· Complexity
The size of AI model often measured by the total number of parameters and weights, is a direct indicator of storage complexity. The computational complexity can be measured in terms of FLOPs(floating-point operations) or the time taken to train or infer.
· System performance metrics
For the mobility system performance, the HOF/RLF rate, ping pong rate, time of stay can be used to monitor the performance. Besides, the throughput can also be considered in the future. Since the goal is to reduce the system overhead and UE measurement effort, the KPI of signaling overhead reduction also needs to be calculated. 
[bookmark: OLE_LINK95]Proposal 5: To evaluate the performance, key performance indicators (KPIs) shall comprise the AI/ML intermediate metrics (e.g., RSRP difference/MSE/RMSE), complexity (e.g., FLOPs), and system performance metrics (incl.., HOF/RLF/Ping-pong rate/ToS/overhead reduction. FFS on throughput).
The AI/ML model is specifically designed to learn the correlation between UE mobility and the channel model. Enhancing the performance of the AI/ML model is crucial to achieving the goal of reducing measurement overhead and power consumption. 
As the UE transitions, significant channel parameters like path loss, shadowing, and delay spread should exhibit smooth evolution rather than abrupt changes, maintaining consistency over time. The velocity and trajectory of the UE also influence alterations in channel characteristics; notably, higher mobility results in quicker channel changes, while lower mobility has the opposite effect.
Utilizing beamforming directs the transmitted signal towards a specific direction by employing an antenna array to create a beam pattern. Various beams with correlated beam patterns in spatial dimensions are then reflected in the channel response. Through spatial consistency, the simulation accurately reflects the gradual and predictable channel variations aligned with UE movement. The study items focus on the feasibility of RRM measurement temporal/spatial prediction, emphasizing the correlation between the radio channel, beam pattern, and UE mobility pattern, showcasing the pivotal role of AI in channel dynamics and the significance of channel correlation.
Observation 6: What AI needs to learn about is channel consistency and correlation in dynamic environments, considering variations of radio channel, beam pattern, and UE mobility.
Proposal 6: Spatial consistency should be guaranteed in channel model during UE mobility to evaluate the system performance with AI/ML operation.
Conclusion
Observations: 
Observation 1: Legacy RRM measurement faces the challenges of high overhead in reference signal transmission and UE measurement reporting, and substantial effort required for UE measurements, which negatively impact the radio resources capacity and compromise energy efficiency at both the UE and the network side.
Observation 2: The variance between predicted and actual values will impact the performance of the mobility system.
Observation 3: By AI/ML spatial domain prediction, a 50% reduction in reference signal and UE measurement effort can be achieved, without any degradation in mobility performance compared with legacy L3 HO in the metrics such as HOF, Ping-pong, data interruption time, and average TOS. 
Observation 4: By AI/ML temporal domain prediction, a 50% reduction in reference signal and UE measurement effort can be achieved, without any degradation in mobility performance compared with legacy L3 HO in the metrics such as HOF, Ping-pong, data interruption time, and average TOS. 
Observation 5: For the High-speed mobility scenario, there is more room for performance improvement both for temporal and spatial domain RRM measurement.
Observation 6: What AI needs to learn about is channel consistency and correlation in dynamic environments, considering variations of radio channel, beam pattern, and UE mobility.
We have the following Proposals:
Motivation:
Proposal 1: RAN2 aims to address the challenges of excessive overhead in reference signal transmission and UE measurement reporting, as well as the high measurement effort and power consumption required by the UE arising from the legacy RRM measurement mechanism.
Optimization goal:
Proposal 2: One goal of AI/ML-based RRM prediction is to investigate approaches that minimize reference signal overhead and UE measurement efforts while maintaining system performance comparable to those achieved by conventional non-AI mechanisms.
Solution:
Proposal 3: RAN2 study AI/ML temporal/spatial prediction for both serving cell and neighboring cells for RRM measurement to reduce the reference signal overhead and measurement efforts at the UE side.
Proposal 4: RAN2 study AI/ML-based temporal/spatial RRM measurement prediction for both L1 RSRP and L3 RSRP prediction.
Evaluation and Simulation Assumption: 
Proposal 5: To evaluate the performance, key performance indicators (KPIs) shall comprise the AI/ML intermediate metrics (e.g., RSRP difference/MSE/RMSE), complexity (e.g., FLOPs), and system performance metrics (incl.., HOF/RLF/Ping-pong rate/ToS/overhead reduction. FFS on throughput).
Proposal 6: Spatial consistency should be guaranteed in channel model during UE mobility to evaluate the system performance with AI/ML operation.	
Reference
[1]RP-234055, Study on Artificial Intelligence (AI)/Machine Learning (ML) for mobility in NR, RAN#102.

Appendix
Potential Evaluation scenarios
[bookmark: _Ref101861048]Table 1 Assumptions for SLS
	Items 
	Values

	ISD
	200m for FR2

	Channel model
	38.901 UMa model with LOS/NLOS

	Number of sites/sectors
	The 2 tiers model of 7 sites each with 3 sectors

	Antenna Configuration
	(4, 8, 2, 1, 1, 1, 1) (dV, dH) = (0.5, 0.5)λ

	Carrier Frequency / Bandwidth 
	30GHz for FR2, 80MHz

	BS Beam setting
	32 beams downlink Tx beams (max number of available beams) at NW side. Other values, e.g., 64 or 256 not precluded.

	Sub-carrier spacing
	120KHz

	BS Total TX power 
	46 dBm
Other values (e.g., 34 dBm) not precluded

	BS height
	25m

	UE beam setting
	1 beam omni or 4 beams per UE panel

	UE Antenna configuration
	(1, 4, 2, 1, 1, 1, 1), 1 panels

	UE placement
	100% outdoor

	UE speed
	30/60/120 km/h

	UE height
	1.5m

	UE trajectory
	Options 1-3 in TR 38.843 section 6.3.1
Other options are not precluded

	Scenario 
	Uma with LoS and NLOS (TR 38.913) is the basic scenario for dataset generation and performance evaluation.
Other scenarios are not precluded.
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