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Introduction
The objective #1 for Rel-19 Mobility Enhancement is formulated as follows:
	· Specify support for inter-CU Layer1/Layer 2 Triggered Mobility (LTM) [RAN2, RAN3]
· Prioritize the case when CU is acting as MN when DC is not configured
· As secondary priority, support the case when NR-DC is configured and CU is acting as SN and MCG is unchanged
· As secondary priority, support the case when NR-DC is configured, CU is acting as MN and SCG is unchanged or SCG is released
· Note: The case that LTM is configured in both MCG and SCG is excluded 
· Specify support for subsequent LTM mobility procedures aiming to avoid RRC configuration between cell switches as per Rel-18 LTM
· Coordination with SA3 needed with respect to security key handling 
· Note: Rel. 18 intra-CU LTM procedure is considered as baseline for adding inter-CU support


This contribution discussed different aspect to support inter-CU mobility design.
Discussion
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For inter-CU LTM, the PDCP anchor is changed before/after handover inter-CU LTM. The security keys needs to be update across different PDCP entity and new security update procedure need to be introduced for LTM. Therefore, we propose the following for baseline.
Proposal 1: Security update procedure is introduced for inter-CU LTM.
To ensure higher encryption and reliability, security configurations used to be transmitted via RRC signalling. However, a discussion may be needed on whether all the security related configuration can be provided in advance in LTM and whether it is possible to provide all information in RRCReconfiguration at LTM preparation stage.
The generation of session key for target gNB (i.e., KgNB*) is critical for the security update procedure. Regarding key derivation, two procedures, horizontal key derivation (hkd) and vertical key derivation (vkd) are introduced as the legacy security update procedure. The IE masterkeyupdate is included in RRCReconfiguration message if security update is needed.
The KgNB* is calculated by the target cell identifier (target PCI, target ARFCN-DL/EARFCN-DL), with either the current key from source cell (KgNB) (hkd), or the NH calculated by nextHopChainingCount indicated from MasterKeyUpdate from the network (vkd). The vertical key derivation is used if an unused {NH, NCC} pair is available by gNB (which is controlled by AMF), otherwise horizontal key derivation will be performed. Other security related algorithms are included in IE SecurityConfig in RadioBearerConfig, which is used to further calculate KRRCint, KRRCenc, KUPenc, and KUPint from KgNB*.
The current LTM ASN.1 structure provides enough information to calculate session keys for candidate cells by horizontal key derivation, i.e., PCI and frequency information, which are already included in candidate configurations in LTM-Candidate-r18. However, whether to perform vertical key derivation is determined by the network and it is not clear whether the nextHopChainingCount value in RRCReconfiguration can be pre-configured as candidate configurations and using for subsequent LTM.
Observation 1: For horizontal key derivation, the legacy LTM candidate configurations provide enough information to calculate session keys for candidate cells.
Observation 2: Whether to perform vertical key derivation is controlled by the network.
Proposal 2: RAN2 to discuss whether the nextHopChainingCount value can be pre-configured as candidate configurations, and ask SA3 if needed.
In Rel-18 beginning, RAN2 discussed the necessity for security update and the latency which contributes to LTM interruption, and decides to not support security update for intra-CU LTM (Rel-18 LTM scope) due to the extra latency it introduced. However, in case that security update is a must in inter-CU scenario, it is worth a discussion whether need to optimize the security update procedure to reduce the latency for UE processing for LTM procedure. In Rel-18, RAN2 discussed which part of UE preparation can be performed before receiving cell switch command to reduce the interruption time. In inter-CU LTM, the similar discussion can be extended to security update procedure to see whether some preparation can be made before UE receiving cell switch command.
Observation 3: One of the reasons for not supporting security update for Rel-18 LTM is the extra latency introduced for UE processing time. It would be beneficial for UE to perform security update preparation for candidate cells before receiving LTM cell switch command.
Proposal 3: RAN2 to discuss how to optimize the interruption for security update procedure for inter-CU LTM.
L2 reset
For inter-CU LTM scenario, the PDCP anchors is changed before/after handover. An obvious conclusion is that the previous PDCP entity cannot be maintained during inter-CU LTM execution and the whole L2 reset (incl. MAC reset, RLC reestablishment, PDCP reestablishment) need to be performed.
Proposal 4: Both RLC and PDCP is re-established during inter-CU LTM.
In Rel-18 LTM, the PDCP data recovery procedure can be supported for RLC-AM bearers as legacy behaviour to reduce packet loss during cell switch. For inter-CU LTM, it is still important to ensure the service continuity and minimize packet loss before/after handover. During handover, the UE context with PDCP SN and HFN status may be transferred from the source gNB to the target gNB. So that target PDCP entity may continue PDCP transmission with continued PDCP COUNT value. Considering that PDCP data recovery is already supported by candidate configurations for intra-CU LTM, it can also be extended to support inter-CU LTM scenario.
Proposal 5: PDCP data recovery procedure can be supported for inter-CU LTM. The legacy RRC IE in intra-CU LTM is reused for candidate cells configurations.
In inter-CU LTM, it is most likely that not all candidate cells are from the same CU, so inter-CU/intra-CU candidate cells may be mixed in one RRC message. In case that UE is not aware of network node structure or implementation, an indication is needed to inform UE whether to perform RLC/PDCP reestablishment. This information needs to be indicated per candidate cells during LTM preparation. Now that the reestablishRLC flag is introduced for Rel-18 LTM, the similar reestablishPDCP flag can be reused for candidate configuration for inter-CU LTM.
Proposal 6: reestablishPDCP flag is reused in candidate cell configuration to indicate whether to perform PDCP re-establishment.
Performance evaluation
Latency analysis
Network structure changes will change the LTM latency model. For LTM preparation, the gNB receives the measurement report from UE and decides to initialize LTM preparation. In intra-CU LTM, the measurement report is forwarded to gNB-CU to determines the initialization of LTM configuration. The relevant information is subsequently distributed to each candidate DU for candidate configuration. For inter-CU LTM, it is still unclear whether the decision is made by source CU/ target CU or others. So the increase of latency is hard to estimate. 
Nevertheless, the introduction of network latency during LTM initialization is unlikely to substantially degrade system performance. The network's implementation to adjust LTM initiation trigger conditions could balance the timing of LTM initiation between too late LTM initialization (which caused RLF) and too frequent LTM initialization (which cause more unnecessary interruption by ping-pong).
Observation 4: The extra network latency introduced by inter-CU during LTM initialization is unlikely to cause substantial performance degradation, given that the trigger condition is implemented and controlled by the network.
In the LTM execution stage, similar latency occurs when the UE sends an L1 measurement report to the UE receiving the cell switch command from the network. During the discussions on release 18 LTM, RAN3 clarified that the serving DU may trigger the cell switch command first or inform the target DU before sending the cell switch command to the UE. RAN2 agreed that the former approach (serving DU triggering LTM command first and then informing the target DU) should be the baseline to reduce potential latency for LTM execution. 
In an intra-CU scenario, the typical latency for the F1 interface is around 10ms for round trip time. This results in approximately 10ms from the source DU informing the target DU. The UE requires more than 10ms to perform RRC processing, L2/L3 re-establishment procedures, configuration application, etc. This time frame allows the network to prepare before the UE attaches to the target cell.
Observation 5: In intra-CU LTM scenarios, the serving DU triggering LTM first and then informing the target DU is considered the baseline. The latency across SDU-CU-TDU is sufficient for network preparation before UE attaches to the target cell.
However, in an inter-CU scenario, it is worth discussing the latency for the source DU to inform the target DU for the initiation of the LTM command. It is also important to consider whether the network should inform the target DU before indicating the cell switch command to the UE. These steps could result in a longer latency from when the UE sends the MR to when it receives the cell switch command. 
Typically, the latency for inter-CU communication is around 20ms for round trip time. If the latency from the UE receiving the cell switch command to the UE attaching to the target cell is shorter than 20ms, the target cell may not be well-prepared and could lead to more interruptions. In such cases, the network may need to inform the target DU earlier to align with the UE's processing time.
Proposal 7: Send an LS to RAN3 to ask the latency for source cell to indicate cell switch initialization to target cell in inter-CU scenario and see whether need to update LTM latency model.
Data loss analysis
In the following figures, we provide some system level simulation results to evaluate the performance deterioration for inter-CU LTM. The KPI focus on handover failure frequency and data interruption rate. HO success frequency and ping-pong can also be found in the result.
Simulation assumptions:
UE is working on FR2 with speed of 30km/h and 120km/h. In the scenario where “inter-CU” is identified in the figure, we assume that every cell switch of the UE is inter-CU LTM. 
· In the LTM preparation stage, an extra 10ms is added for network latency to initialize LTM and send RRCReconfiguration message to UE. 
· In LTM execution stage, an extra 10ms is added for network latency to trigger LTM execution and send Cell switch command MAC CE to UE. 
We also include legacy handover for comparison. Detailed simulation assumptions are provided in the Annex.
KPI#1: Handover failure frequency
In figure 1, the frequency of HOF is counted as the average number of failures per minute. This failure could be caused by signalling failure and radio link failure. The figure also shows the average number of cell switch successes per minute and the amount of ping-pong.

Figure 1.	Failures/HO success/Ping-pong frequency per min for intra/inter-CU LTM
Figure 1 shows a rise in handover failure frequency about 10% to 24% in scenarios of lower speed (0.33 times/min -> 0.41 times/min) and high speed (0.67 times/min -> 0.74 times/min). This increase in handover failure frequency may be attributed to the network taking longer to make decisions after receiving the L3/L1MR sent by the UE. As a result, the UE may be more likely to encounter poor channel conditions before receiving the indication, leading to a higher occurrence of radio link failures.
Despite this, the reliability of LTM is still better than that of legacy handover. The impact of network latency on handover success rates is relatively minor in comparison.
KPI#2: Interruption rate
In Figure 2, the interruption time is calculated from the moment the UE receives the cell switch command MAC CE until the UE sends the RRCReconfigurationComplete message for LTM completion. The interruption rate is calculated as dividing the interruption time by the total simulation time. The interruption time of LTM is much shorter than legacy HO because the interruption time for each cell switch is much shorter. we can set aside the comparison with legacy HO and concentrate on evaluating the differences between inter-CU and intra-CU LTM.

Figure 2.	Interruption rate for intra/inter-CU LTM
The interruption rate between inter/intra CU LTM shows a rise in interruption time about 4.85% to 9% in scenarios of lower speed (0.586%-> 0.639%, 9%) and high speed (1.175%->1.232%, 4.85%). This increase is primarily caused by the rise in failure times, resulting in more interruptions caused by RLF (DIT by RLF). The interruption caused by the increase of cell switch success times (DIT by mob) is not obvious.
Observation 6: The network latency in inter-CU LTM contributes to performance degradation on both reliability and interruption. However, the overall impact remains within acceptable limits, and performance of LTM is still better than legacy handover.
Considering that the inter-CU LTM cell switch in real network deployment may not happened very often, network could change the network triggering condition when receiving the L3/L1 MR and also set different filtering configurations to avoid too frequent switch between inter-CU cells for more interruption and failures. However, those will depend on network implementation or configurations, and it seems the current LTM signalling procedure could be used as the baseline for inter-CU LTM.
Proposal 8: The current LTM signalling procedure could be used as the baseline for inter-CU LTM. Whether to use different triggering condition and filtering can be left to network implementation.
RRC structure
The inter-CU LTM change the gNB-CU entity during handover. The IE RadioBearerConfig provides the security, radio bearer and PDCP related configurations, which require updates across different CUs. The IE MeasConfig provides the measurement configuration, which is also controlled by gNB-CU and need to be updated across different CUs. In the context of RRC structure, Rel-18 LTM used one RRCReconfiguration for each candidate target cell. Given that both IE RadioBearerConfig and MeasConfig are already included in RRCReconfiguration message, it seems valid to reuse the same RRC structure to carry the configuration for inter-CU LTM
Observation 7: The RadioBearerConfig and MeasConfig IEs required for inter-CU LTM candidate cell configuration are already included in the Rel-18 LTM RRC structure.
In Rel-18 LTM RRC framework, the reference configuration is introduced to reduce the signalling overhead among multiple candidate configurations. The radio bearer configuration could be included in either reference configuration or LTM candidate cell configuration. However, in inter-CU LTM, it is most likely that the radio bearer configuration and/or measurement configuration cannot be the same, as the candidate cells may include both inter-CU and intra-CU cells. Therefore, the reference configuration may share limited commonalities and most of the configurations are different and provided via LTM candidate configurations.
Alternatively, it is also valid to provide a complete reference configuration and delta candidate configuration which includes the different part for inter-CU cells (which will be applied on top of the reference configuration). Thus, reducing the signalling overhead of inter-CU LTM by reference configuration is still feasible and depends on the network implementation (also on UE capability).
Observation 8: The reference configuration is still valid for inter-CU LTM to reduce signalling overhead and depends on network implementation. 
In Rel-18 LTM, subsequent LTM is supported by reusing the candidate configurations in LTM preparation stage to reduce signalling overhead. For inter-CU LTM, the candidate cell configuration may be more different since the candidate cells may belong to different CU. But network may still use a reference configuration to cover most cells as possible and candidate configuration to replace the configuration for cells which belongs to different CUs. The design of subsequent LTM can still be reused for inter-CU.
Observation 9: The RRC structure is still valid to support subsequent LTM for inter-CU scenario.
Therefore, the same RRC structure for Rel-18 LTM can be reused for inter-CU LTM, as well as the reference configuration structure.
Proposal 9: Reuse the same RRC structure (one RRCReconfiguration message for each candidate cell) and reference configuration for inter-CU LTM.
Scenario/use case
In the WID, scenarios involving NR-DC case are considered for supporting inter-CU LTM, including CU is SN and MCG unchanged (only SCG change), and CU as MN and SCG unchanged (only MCG change). For scenario with only MCG changes, it is assumed that the mechanisms for standalone inter-CU LTM can be applied with potential enhancements discussed as needed. For the SCG changed scenario, some part of mechanism from SA case could still be reused. E.g., security update procedure for subsequent LTM.
Therefore, as the second priority of this agenda, it is proposed that detailed discussions for the NR-DC case be postponed until a clear solution for standalone inter-CU LTM is established to see if any mechanism can be reused. 
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Conclusion
In this contribution, the following observations and proposals are made:
Security
Proposal 1: Security update procedure is introduced for inter-CU LTM.
Observation 1: For horizontal key derivation, the legacy LTM candidate configurations provide enough information to calculate session keys for candidate cells.
Observation 2: Whether to perform vertical key derivation is controlled by the network.
Proposal 2: RAN2 to discuss whether the nextHopChainingCount value can be pre-configured as candidate configurations, and ask SA3 if needed.
Observation 3: One of the reasons for not supporting security update for Rel-18 LTM is the extra latency introduced for UE processing time. It would be beneficial for UE to perform security update preparation for candidate cells before receiving LTM cell switch command.
Proposal 3: RAN2 to discuss how to optimize the interruption for security update procedure for inter-CU LTM.

L2 reset
Proposal 4: Both RLC and PDCP is re-established during inter-CU LTM.
Proposal 5: PDCP data recovery procedure can be supported for inter-CU LTM. The legacy RRC IE in intra-CU LTM is reused for candidate cells configurations.
Proposal 6: reestablishPDCP flag is reused in candidate cell configuration to indicate whether to perform PDCP re-establishment.

Performance evaluation
Observation 4: The extra network latency introduced by inter-CU during LTM initialization is unlikely to cause substantial performance degradation, given that the trigger condition is implemented and controlled by the network.
Observation 5: In intra-CU LTM scenarios, the serving DU triggering LTM first and then informing the target DU is considered the baseline. The latency across SDU-CU-TDU is sufficient for network preparation before UE attaches to the target cell.
Proposal 7: Send an LS to RAN3 to ask the latency for source cell to indicate cell switch initialization to target cell in inter-CU scenario and see whether need to update LTM latency model.
Observation 6: The network latency in inter-CU LTM contributes to performance degradation on both reliability and interruption. However, the overall impact remains within acceptable limits, and performance of LTM is still better than legacy handover.
Proposal 8: The current LTM signalling procedure could be used as the baseline for inter-CU LTM. Whether to use different triggering condition and filtering can be left to network implementation.

RRC structure
Observation 7: The RadioBearerConfig and MeasConfig IEs required for inter-CU LTM candidate cell configuration are already included in the Rel-18 LTM RRC structure.
Observation 8: The reference configuration is still valid for inter-CU LTM to reduce signalling overhead and depends on network implementation. 
Observation 9: The RRC structure is still valid to support subsequent LTM for inter-CU scenario.
Proposal 9: Reuse the same RRC structure (one RRCReconfiguration message for each candidate cell) and reference configuration for inter-CU LTM.

Scenario/use case
Proposal 10: Postpone the detailed discussion for NR-DC case until a clear solution for standalone inter-CU LTM is established and to see if any mechanism can be reused then.
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Annex: Simulation Assumptions

	Simulation Assumptions

	Scenario
	Uma@30GHz (Bandwidth: 50 MHz) FR2

	Topology
	7 wrapped-around cells with ISD = 200m

	Distance-dependent path loss 
	38.901 UMa pathloss model

	Antenna Setting 
(M,N,P,Mg,Ng,Mp,Np) 
	BS (4,8,2,1,1,1,1)
MS (1,2,2,1,2,1,1)

	Sub-carrier spacing
	60KHz

	SSB periodicity
	20ms

	BS Total TX power 
	46 dBm

	TimeToTrigger (for legacy HO)
	160ms

	a3_offset (for legacy HO)
	2dB

	Handover preparation delay (for legacy HO)
	60ms

	LTM Preparation NW delay
	0ms/10ms

	LTM execution NW delay
	0ms /10ms

	HO execution time (for legacy HO)
	75ms

	LTM execution time
	10ms

	RRC Re-establishment time
	250ms

	RRC Set-up time
	200ms

	T310
	1000ms

	N310
	1

	n311
	1

	RRC Re-establishment time
	250ms

	qIn 
	-6dB

	qOut 
	-8dB

	RRC Reselection Timer
	256ms

	# of samples for L1 average
	1 sample








Failures/HO success/PP (times per min)

30km/h	legacy HO	
AllMobFail	HO succ per min	PP rate	0.62962962962962965	6.8888888888888893	0.77777777777777779	30km/h	LTM	
AllMobFail	HO succ per min	PP rate	0.33333333333333331	10.37037037037037	2.1851851851851851	30km/h	LTM(inter-CU)	
AllMobFail	HO succ per min	PP rate	0.40740740740740738	10.296296296296296	1.962962962962963	120km/h	legacy HO	
AllMobFail	HO succ per min	PP rate	1.2222222222222223	14.592592592592593	3.7407407407407409	120km/h	LTM	
AllMobFail	HO succ per min	PP rate	0.66666666666666663	20.851851851851851	7.8888888888888893	120km/h	LTM(inter-CU)	
AllMobFail	HO succ per min	PP rate	0.7407407407407407	20.851851851851851	7.9629629629629628	



Interrpution rate

DIT rate Mob	
legacy HO	LTM	LTM(inter-CU)	legacy HO	LTM	LTM(inter-CU)	30km/h	120km/h	1.1733E-2	3.3249999999999998E-3	3.3012499999999999E-3	2.4049999999999998E-2	6.6855999999999999E-3	6.6856249999999997E-3	DIT rate RLF	
legacy HO	LTM	LTM(inter-CU)	legacy HO	LTM	LTM(inter-CU)	30km/h	120km/h	4.7809999999999997E-3	2.5309999999999998E-3	3.0937500000000001E-3	9.1559999999999992E-3	5.0625000000000002E-3	5.6249999999999998E-3	
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