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In RAN plenary # 102, the SID on AI mobility [1] is approved. The use case relevant objectives covered by 1st main bullet is as following:
· AI/ML based RRM measurement and event prediction, 
· Cell-level measurement prediction including intra and inter-frequency (UE sided and NW sided model) [RAN2]
· Inter-cell Beam-level measurement prediction for L3 Mobility (UE sided and NW sided model) [RAN2]
· HO failure/RLF prediction (UE sided model) [RAN2]
· Measurement events prediction (UE sided model) [RAN2]

The objective text is rather simple without further detail description. This contribution intends to show our understanding of measurement event prediction.
Discussion
Measurement event prediction
As analysed in our contribution [2], L1 beam level measurement should be taken as input parameters for AI/ML model because no information is lost yet compared to L3 cell level measurement results. This reason is also valid for measurement event prediction. The main difference for measurement event prediction is the output of the model and it is natural that the output of the mode for this use case should be a measurement event.
The measurement event can be predicted by:
Alt 1: prediction of L3 cell level measurement result first and check whether measurement event is triggered or not based on RRC parameters of that event
Alt 2: prediction of measurement event directly
As mentioned in our contribution [2] we think the model itself should be a black box. Following this principle, we can leave these two alternatives to company implementation in simulation. For RAN2 study, what is more important is the prediction of measurement event itself.
As mentioned in our contribution [2] one of the study goals of RRM measurement is to check how much measurement efforts can be reduced while the degradation of handover performance is acceptable. No matter it is measurement reduction in time domain (RRM sub-use case 1 in [2]) or in spatial domain (RRM sub-use case 2 in [2]), the output of the AI/ML model is L3 cell-level measurement results of time instances that have been gone through. Without explicit labelling, the network could not tell whether the reported measurement results from UEs are measured or predicted. From the network perspective, all the procedures on the network side work just like the legacy. It means it doesn’t make sense to predict measurement event with reduced measurement results as input.
We think the study goal of measurement event prediction should target the improvement of handover performance. And the way to do it is to predict measurement events in advance. When network receives a measurement event in advance it can start to prepare among network nodes in both control and user plane so that handover can be triggered just in the time, if measurement event is predicted ideally. In this way sort of “reactive” handover procedure can be turned into “pre-active” handover procedure. And to evaluate the highest performance improvement, it is obvious the input L1 beam level measurement should not be reduced.
The measurement events related to NR PCell change are events A1~A5. It would take too much time to evaluate all of them. Among the 5 measurement events, event A3 is a typical event used in the field, which is also a bit difficult in the sense that at least measurement results of serving cell and one neighbouring cell should be the input of the AI/ML model.
Proposal 1: Take measurement event A3 as the example for measurement event prediction
Proposal 2: L1 beam level measurement without any reduction of both serving cell and one neighbouring cell are taken as input parameters of the AI/ML model to predict measurement event
Metrics
Measurement event prediction is different from RRM measurement prediction in the sense that event is not continuous quantity but rather a discrete one. There is a classical formula to assess how accurately an AI/ML model can predict such discrete events based on the following table:
	Genie event\predicted event
	Negative
	Positive

	Negative
	n0
	n1

	Positive
	n2
	n3


Table 1 Illustration of the prediction results
In table 1, there are 4 counters defined as follows:
· Counter n0: number of cases, where no event is predicted and no event occurs in baseline
· Counter n1: number of cases, where an event is predicted but no event occurs in baseline
· Counter n2: number of cases, where no event is predicted but an event occurs in baseline
· Counter n3: number of cases, where an event is predicted and an event occurs in baseline
The accuracy formulas are:
· Precision = n3/(n1+n3)
· Recall = n3/(n2+n3)
· F1 score = 2*Precision*Recall/ (Precision+ Recall)
If an event is predicted but far away from the time when the event occurs in baseline case, then it doesn’t make sense because the time point when event occur is the critical part of the event. So, an event is accurately predicted only when the predicted time point and the time point when it occurs in baseline case is very close e.g., less than a single sampling period 40ms. Otherwise, it could not be deemed as an accurate prediction. Based on this understanding, the counter n1/n2/n3 could be illustrated with following Figures:



  
			Figure 1-1 counter n3           Figure 1-2 counter n2			Figure 1-3 counter n1
In Figure 1-1 when the time gap between baseline event and predicted event is lower than allowed maximum allowed time gap (called MATG), counter n3 increases. In Figure 1-2, if a baseline event occurs and there is no predicted event within MATG before and after this event, counter n2 increases. In Figure 1-3, if an event is predicted and there is no baseline event within MATG before and after this predicted event, counter n1 increases.
Another important metrics is how much in advance can the event be predicted. Also in Figure 1-1, the predicted event (blue one) is predicted at time point colored with green. How long this timing advance can be depends not only on the model’s power but also on the detailed scenarios. For example, if the UE direction is changed frequently or if UE is moving rather fast along its trajectory, this timing advance could be short. For an AI/ML model with more powerful computing capability, however, the prediction time advance could be longer than a simple model. For HO decision makers, it is obvious that the longer the timing advance is, the better the handover performance could be. This is simply because network can have more time to get ready for the handover.
Proposal 3: Measurement event prediction considers both precision and recall as representative metrics, e.g., through F1 score.
Proposal 4: A measurement event is accurately predicted if the absolute time difference between the predicted time point and the baseline time point of the measurement event is less than the maximum allowed time gap (MATG).
Proposal 5: Prediction time advance, i.e., how long a measurement event can be predicted in advance, should be considered as a performance metric for the measurement event prediction case.
Conclusion
In this contribution, we have shared our understanding of measurement event prediction and have the following proposals:
Proposal 1: Take measurement event A3 as the example for measurement event prediction
Proposal 2: L1 beam level measurement without any reduction of both serving cell and one neighbouring cell are taken as input parameters of the AI/ML model to predict measurement event
Proposal 3: Measurement event prediction considers both precision and recall as representative metrics, e.g., through F1 score.
Proposal 4: A measurement event is accurately predicted if the absolute time difference between the predicted time point and the baseline time point of the measurement event is less than the maximum allowed time gap (MATG).
Proposal 5: Prediction time advance, i.e., how long a measurement event can be predicted in advance, should be considered as a performance metric for the measurement event prediction case.
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