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1	Introduction
[bookmark: _Ref178064866]Management of AI/ML at UE side is, arguably, one of the main topics to be discussed in this WI. Indeed, as seen in our Tdoc in Agenda Item 8.1.2.1 LCM for NW-side model, for those purposes, most of the standardization impacts are related to training. While for the UE-side management, there should also be considerations for other LCM functions and procedures to enable the correct functioning of AI/ML functionalities operating in the UE. 
In this contribution, we share our views about functionality-based LCM for UE-sided models, while particularly focusing on the beam management and positioning use cases. To do so, we address the following main aspects:
· Functionality identification, 
· Functionality configuration, 
· Applicability reporting, 
· Functionality monitoring, and 
· Training aspects.  
2	Discussion
RAN1 is expected to lead the discussion on LCM, both related to the inference, training, and performance monitoring. However, we believe that many of the LCM-related procedure will eventually impact RAN2 protocols, i.e., RRC for the beam management use case, and the LPP for the positioning use cases. Hence, we believe that it is beneficial if already at an early stage of the WI, RAN2 starts discussing the expected impacts on RAN2 for the different LCM phases.
2.1	Functionality Identification
For functionality identification regarding AI/ML feature with UE-side models, the UE is expected to report its supported functionality(ies) for the given use case(s) (e.g., AI/ML-based beam management, AI/ML-based positioning). The reporting of such information and the related signalling exchange between UE and network can be done via legacy procedures of UE capability reporting, i.e., UE AS capability reporting procedure in RRC (e.g., UECapabilityEnquiry/UECapabilityInformation) and UE capability transfer procedure in LPP. This information can be used for example by the gNB to configure the UE for UE-side data collection for UE-side models, or to configure the UE to report the results of UE-side model predictions in case the UE-side functionality is applicable.
[bookmark: _Ref162429034][bookmark: _Ref163134182][bookmark: _Toc163202965]RRC-based UE capability reporting and LPP-based UE capability transfer are considered as starting point for a UE to inform the network that it is capable of AI/ML functionality(ies) (e.g. AI/ML-based beam management, AI/ML-based positioning).
2.2	Beam Management Use Case
Related to beam management, we would like to first highlight the technical components associated to the various LCM phases that RAN2 should take into account. 
a) Procedures to configure an AI/ML functionality for inference. This step is related to how the gNB gets to know that the UE has an AI/ML functionality that can be applicable to operate under this gNB. The UE may be capable of a certain AI/ML functionality (signalled as part of the legacy capability signalling as proposed in Proposal 1), but whether an AI/ML functionality can be applicable to operate under this gNB or not, it depends on whether the AI/ML functionality was previously trained to operate under this gNB. This step is important to allow the gNB to configure the UE with AI/ML.

b) [bookmark: _Ref163136268]How to ensure consistency between inference and training. If the UE is operating under certain conditions, e.g. radio resource configurations, that do not fit the conditions under which the trained data set was generated, then the inference cannot work properly and the performances of the AI/ML functionalities will likely be suboptimal compared with conventional schemes.

c) [bookmark: _Ref163137097]How to activate/deactivate/fallback the AI/ML functionality. As a result of the applicability reporting and performance monitoring at the gNB, RAN2 should discuss mechanisms to activate/deactivate the AI/ML functionality and to fallback to conventional non-AI/ML-based schemes.

d) [bookmark: _Ref163138285]Procedures to aid monitoring of an AI/ML functionality at gNB. This step is needed in order for the gNB to determine whether the outcome of AI/ML radio measurement predictions are reliable.

e) [bookmark: _Ref163138336]Procedures to configure UE-side AI/ML training. Related to training, there should be a procedure that allows the UE to inform the gNB that it needs to perform training, and hence a corresponding training configuration procedure.

The implications of the above steps should be analysed during the work item.
[bookmark: _Ref162804602][bookmark: _Toc163202966]Related to beam management, the following technical components should be taken into account during the RAN2 discussion:
a. [bookmark: _Toc163202967]Procedures to configure an AI/ML functionality for inference
b. [bookmark: _Toc163202968]How to ensure consistency between inference and training
c. [bookmark: _Toc163202969]How to activate/deactivate/fallback the AI/ML functionality
d. [bookmark: _Toc163202970]Procedures to aid monitoring of an AI/ML functionality at gNB 
e. [bookmark: _Toc163202971]Procedures to configure UE-side AI/ML training
In the following we provide our view related to the above bullets.
2.2.1	AI/ML functionality configuration
Related to problem a) in Proposal 2, we first note that even if the UE reports that it is capable of AI/ML (as per Proposal 1), this may not necessarily mean that the UE has an AI/ML functionality trained to operate under a specific network, e.g. the UE may have an available AI/ML functionality that can be applicable to operate under this gNB but not under a neighbouring gNB. Hence in our view, it is not appropriate to use the classical capability reporting framework for reporting a UE property that changes depending on the gNB to which the UE is connected.
The UE can indicate whether it has functionality(ies) that can be applicable upon request from the gNB, or simply it can indicate that when it connects to a gNB for which it has a functionality that can be applicable. The signalling details can be further discussed during the work item.
[bookmark: _Toc163202972]The UE indicates to the gNB if it has an AI/ML functionality that can be applicable for this gNB. To discuss when this information is provided to the gNB (e.g., upon connecting to the gNB, upon request from gNB, etc.).
Once the gNB knows that the UE has an available AI/ML functionality, the gNB can then configure the UE with an AI/ML-related configuration. For example, according to RAN1 discussion during the SI (as captured in the TR38.843), the AI/ML-related configuration can include the set A of resources (i.e. the set of resources in which the UE is expected to generate radio measurement predictions) and/or the set B of resources (i.e. the set of resources that the UE needs to measure in order to generate the radio measurement predictions on the set A). So, an AI/ML-related radio resource configuration may consist for example of a layer-1 radio resource configuration (CSI-RS, SSB) indicating the set A / set B of resources. 
[bookmark: _Toc163202973]Once the gNB is aware that the UE has available an AI/ML functionality, an AI/ML-related configuration (e.g., indicating the set-A/B of resources) could be transmitted by the gNB to configure a certain AI/ML functionality.
2.2.2	Inference for beam management and applicability reporting
Related to problem b) in Proposal 2, on how to ensure consistency between the inference and the training. The gNB may not be aware by default of the necessary layer-1 radio resource configuration (CSI-RS, SSB) that would make the UE’s AI/ML functionality applicable. In order for the AI/ML functionality to generate radio measurement predictions on the set A, the UE needs to be provided with certain reference signals to allow measurements on the resources of set B. Otherwise, consistency between the inference configuration and the previous training phase cannot be guaranteed, i.e., the AI/ML functionality will not be applicable. To this end, the so-called applicability reporting can be used by the UE to get assistance from the network on getting the proper resources for AI/ML-related operations.
[bookmark: _Ref163139451][bookmark: _Ref163139524][bookmark: _Toc163202974]The applicability reporting from the UE can be used to ensure consistency between the inference and training.
In particular, related to the applicability reporting, during the Rel-18 SI, RAN2 identified two possible ways:
· a reactive approach, and
· a proactive approach.

According to the TR, a reactive reporting would imply the UE to provide information to the network upon receiving an action from it. A proactive reporting would involve the UE to provide information to the network without necessarily receiving an action from it. How these two approaches translate into RRC procedures should be investigated during the WI.
[bookmark: _Hlk163122020]In our view, a reactive reporting would imply, first, for the gNB to provide the UE with an AI/ML-related resource configuration (e.g. including the set A and/or set B), as we propose in Proposal 4, and then the UE reacting to it. For example, the UE could indicate which of these sets of resources (e.g. set A/set B) would make the functionality applicable, or simply indicating that no AI/ML functionality is applicable. The gNB may then configure/activate the UE with the necessary radio resource configurations that are needed to make the AI/ML functionality applicable.

The proactive reporting would instead imply the UE proactively indicating the need for a change in the radio measurements (e.g., a new set of A/B resources) to keep the AI/ML functionality applicable. The UE may for example indicate which resources among the ones included in the AI/ML functionality configuration by the gNB should be activated, to make the AI/ML functionality still applicable. Or simply the UE can indicate the “inapplicability” of an AI/ML functionality that was previously in use.
[bookmark: _Toc163202975]For the applicability reporting, a reactive reporting implies that the gNB first configures the UE with the AI/ML-related configuration (e.g., indicating the set A and/or set B). The UE, then, indicates which resource(s) (e.g., indicating the set A and/or set B) would make the functionality applicable, or indicates the “inapplicability” of an AI/ML functionality.
[bookmark: _Toc163202976]For the applicability reporting, a proactive reporting implies that the UE indicates to the gNB the need for a change in the radio resource measurements (e.g., the need to activate a new set of A/B resources) that would make the AI/ML functionality (still) applicable, or indicates the “inapplicability” of an AI/ML functionality currently in use.

In our view, the two approaches above could co-exist. A reactive approach might be needed whenever the gNB needs to change the UE radio resource configuration (to which the UE would need react for the sake of the AI/ML applicability), whereas a proactive approach might be needed for the UE to react to any change in its internal configuration, e.g., switch of model, change of UE speed, or other applicability conditions, etc. However, whether both proactive and reactive approaches should be considered, can be discussed at a later stage during the WI, once RAN2 has agreed on a common understanding of the reactive and proactive approaches, and related implications.
[bookmark: _Toc163202977]For applicability reporting, RAN2 should first agree on potential protocol(s)/signalling implications. We can then discuss whether both proactive and reactive approaches should be standardized.
Related to problem c) in Proposal 2, RAN2 should also discuss aspects related to functionality selection, activation, deactivation, switching and fallback. Based on the applicability reporting and AI/ML functionality monitoring activation/deactivation of AI/ML should be considered. The activation/deactivation can be, in our view, related to activating/deactivating a functionality, or even AI/ML-related radio resources (set A/B) to dynamically adapt to changing applicability conditions, or real time monitoring of the AIML performances. A deactivation may then be interpreted by the UE as a fallback to legacy radio measurements and associated reporting. Since the activation/deactivation/fallback indications are meant to be dynamic, then MAC-based mechanisms can be investigated by RAN2. Switching and selection seem to be more related to model-based LCM and they can discuss in later stage.
[bookmark: _Toc163202978]RAN2 discusses mechanisms for the gNB to dynamically activate/deactivate configured resources or entire AI/ML functionality(ies), and fallback to conventional non-AI/ML radio measurements. Impact in MAC can be evaluated as starting point.
2.2.3	Performance monitoring for beam management 
Related to problem d) in Proposal 2, we note that the UE can independently monitor its own system/link level performance and it can detect or predict potential performance degradation. The UE may report performance results of functionality monitoring to the NW, e.g., accuracy, or other performance metrics. In our view, which specific layer (layer-1/2/3) should be adopted to report this information may depend on the type of information, and on the amount of information to be reported, and on when this information should be reported. Since all these issues seem to be more in the RAN1 domain, and the impact in RAN2 protocols might be limited, we suggest letting RAN1 drive this topic.
[bookmark: _Toc163202979]For performance monitoring reporting of UE-side functionality, RAN2 waits for RAN1 progress.
2.2.4	Training for beam management
Finally, related to problem e) in Proposal 2, i.e. UE-side model training, RAN2 should discuss two fundamental steps that could impact the RRC procedures. First, there should be a mechanism that allows the UE to inform the gNB about the need to start (or stop) data collection for model training. This step is important because whether an AI/ML model needs to be trained is a decision completely in the realm of the UE (i.e., of the UE training entity to be more specific), and the UE may need assistance from the network to carry out a proper data collection for training. For example, the gNB may need to temporarily provide extra reference signals (besides the ones configured for conventional radio measurements).
Second, there should be signalling enabling the configuration of radio resources for training that should coexist with the legacy radio measurement configuration (used for conventional “real time” measurement reports). For example, the gNB may need to provide a specific measurement configuration (CSI-RS/SSBs) for the UE to perform data collection for training and for the related reporting (since these measurements would be needed only for the purpose of UE data collection, the measurement results may also be not reported at all to the gNB).
[bookmark: _Toc163202980]The UE should inform the gNB about the need to start/stop a data collection for UE-side model training.
[bookmark: _Toc163202981]RAN2 to discuss how to configure the UE to perform radio measurements and related measurement reports for the purpose of data collection for UE-side training, without affecting the legacy operations of radio measurements and reporting.
2.3	Positioning Use Case
For positioning as per prioritized use case we focus on the following: 
· (1st priority) Case 1: UE-based positioning with UE-side model, direct AI/ML positioning

In this mode, the measurements performed by UE is input for positioning engine or the AI/ML model to predict or determine the UE location. AI/ML model resides within the UE node. In such cases, as the sole responsibility on the UE to perform the measurement, collect data for training, perform model inference, thus the LCM should be UE responsibility or managed over the top. 
[bookmark: _Toc163202961]It is up to UE implementation on how UE obtains and stores the model, how UE selects the model, how UE switches from one model to another.
[bookmark: _Toc163202982]For prioritized use case 1, the responsibility of LCM for the UE-side model is on the UE or OTT.
2.3.1	Discussion on AI/ML as a new positioning method
One aspect that should be fundamental to discuss is that whether there will be AI/ML based positioning method or not. For example, currently RAT dependent positioning methods are DL-TDOA, DL-AOD, UL-TDOA, Multi-RTT etc. Thus, when AI/ML is introduced whether there will be a need of new positioning method called AI/ML Positioning method or is it just seen as a feature to enhance existing positioning method accuracy. 
[bookmark: _Toc163202962]It is unclear whether AI/ML is a positioning method or a feature to enhance positioning accuracy which is integrated to existing positioning methods.
This decision would influence the RAN2 signaling design. However, RAN2 may not completely decide on this. It would be good to also get an opinion on this from RAN1.
[bookmark: _Toc163202983]RAN2 send LS to RAN1 to request their opinion regarding whether AI/ML positioning is a new positioning method (see LS in the Annex).
2.3.2	AI/ML model associated conditions
[bookmark: _Hlk163141168]Each AI/ML models for positioning generally has limited applicability/validity conditions, which may include an area / PRS configuration that are associated model training. Such information is beneficial for LMF to configure suitable PRS configuration to UE for AI/ML model inference. However, current LPP signalling does not support to include such AI/ML model applicability/validity conditions. RAN2 should discuss how to convey AI/ML model applicability/validity conditions in LPP, via new capability IE or assistance data IE.
[bookmark: _Toc163202963]Current LPP signalling does not support UE to provide AI/ML model applicability/validity conditions to LMF.
[bookmark: _Toc163202984]RAN2 to discuss how to support UE to provide AI/ML model applicability/validity conditions to LMF in LPP.
2.3.3	Training in positioning
Related to model training for positioning, the model training itself is performed at UE or OTT, which is out of 3GPP scope. The data collection for training, which only requires PRS configuration, is similar to existing procedure where UE requests assistance data of PRS configuration for legacy positioning measurements. Thus legacy procedure/ways to provide PRS configuration including broadcasting via posSIBs, LPP ProvideAssistanceData and on-demand PRS can be reused for sending UE PRS configuration for AI/ML data collection for training and inference. To support data collection for Case 1 model training, there should be a mechanism that allows the UE to inform the LMF about the need to start (or stop) data collection for model training and to request assistance data of DL-PRS configuration for UE to measure. On-demand PRS initiated by MO-LR mechanism can be used for this purpose, which can request PRS configuration with a duration and initiated by UE. Regardless of the way UE uses for informing LMF about the start (or stop) data collection for model training and to request assistance data of DL-PRS configuration, LMF can decide how to provide the PRS configuration to UE following the legacy ways.
[bookmark: _Hlk162964121]That is below Note from TS 38.305 spec for on-demand PRS is also applicable for data collection purposes.
NOTE 3:	If the LPP Request Assistance Data for On-Demand DL-PRS at Step 2a was sent in an MO-LR location service request message, the LMF provides a MO-LR response as described in clause 7.3.3.
[bookmark: _Toc163202964]Legacy procedure/ways to provide PRS configuration including broadcasting via posSIBs, LPP ProvideAssistanceData and on-demand PRS can be reused for AI/ML data collection for training and inference.
[bookmark: _Toc163202985]On-demand PRS request initiated by MO-LR is reused for UE to initiate data collection procedure. No new enhancement is needed in terms of signaling.
[bookmark: _Toc163202986]Reuse legacy ways to provide PRS configuration including broadcasting via posSIBs, LPP ProvideAssistanceData and on-demand PRS for AI/ML data collection for UE-side model training.
[bookmark: _Toc109400796][bookmark: _Toc109400797][bookmark: _Toc109400798][bookmark: _Toc109400799][bookmark: _Toc109400800][bookmark: _Toc109400801][bookmark: _Toc109400802][bookmark: _Toc109400803][bookmark: _Toc109400804][bookmark: _Toc109400805][bookmark: _Toc109400806][bookmark: _Toc109400807][bookmark: _Toc109400808][bookmark: _Toc109400809][bookmark: _Toc109400810][bookmark: _Toc109400811][bookmark: _Toc109400812][bookmark: _Toc109400813][bookmark: _Toc109400814][bookmark: _Toc109400815][bookmark: _Toc109400816][bookmark: _Toc109400817][bookmark: _Toc109400818][bookmark: _Ref134612902]3	Conclusion
[bookmark: _Ref189046994]In the previous sections we made the following observations: 
Observation 1	It is up to UE implementation on how UE obtains and stores the model, how UE selects the model, how UE switches from one model to another.
Observation 2	It is unclear whether AI/ML is a positioning method or a feature to enhance positioning accuracy which is integrated to existing positioning methods.
Observation 3	Current LPP signalling does not support UE to provide AI/ML model applicability/validity conditions to LMF.
Observation 4	Legacy procedure/ways to provide PRS configuration including broadcasting via posSIBs, LPP ProvideAssistanceData and on-demand PRS can be reused for AI/ML data collection for training and inference.

Based on the discussion in the previous sections we propose the following:
Proposal 1	RRC-based UE capability reporting and LPP-based UE capability transfer are considered as starting point for a UE to inform the network that it is capable of AI/ML functionality(ies) (e.g. AI/ML-based beam management, AI/ML-based positioning).
Proposal 2	Related to beam management, the following technical components should be taken into account during the RAN2 discussion:
a.	Procedures to configure an AI/ML functionality for inference
b.	How to ensure consistency between inference and training
c.	How to activate/deactivate/fallback the AI/ML functionality
d.	Procedures to aid monitoring of an AI/ML functionality at gNB
e.	Procedures to configure UE-side AI/ML training
Proposal 3	The UE indicates to the gNB if it has an AI/ML functionality that can be applicable for this gNB. To discuss when this information is provided to the gNB (e.g., upon connecting to the gNB, upon request from gNB, etc.).
Proposal 4	Once the gNB is aware that the UE has available an AI/ML functionality, an AI/ML-related configuration (e.g., indicating the set-A/B of resources) could be transmitted by the gNB to configure a certain AI/ML functionality.
Proposal 5	The applicability reporting from the UE can be used to ensure consistency between the inference and training.
Proposal 6	For the applicability reporting, a reactive reporting implies that the gNB first configures the UE with the AI/ML-related configuration (e.g., indicating the set A and/or set B). The UE, then, indicates which resource(s) (e.g., indicating the set A and/or set B) would make the functionality applicable, or indicates the “inapplicability” of an AI/ML functionality.
Proposal 7	For the applicability reporting, a proactive reporting implies that the UE indicates to the gNB the need for a change in the radio resource measurements (e.g., the need to activate a new set of A/B resources) that would make the AI/ML functionality (still) applicable, or indicates the “inapplicability” of an AI/ML functionality currently in use.
Proposal 8	For applicability reporting, RAN2 should first agree on potential protocol(s)/signalling implications. We can then discuss whether both proactive and reactive approaches should be standardized.
Proposal 9	RAN2 discusses mechanisms for the gNB to dynamically activate/deactivate configured resources or entire AI/ML functionality(ies), and fallback to conventional non-AI/ML radio measurements. Impact in MAC can be evaluated as starting point.
Proposal 10	For performance monitoring reporting of UE-side functionality, RAN2 waits for RAN1 progress.
Proposal 11	The UE should inform the gNB about the need to start/stop a data collection for UE-side model training.
Proposal 12	RAN2 to discuss how to configure the UE to perform radio measurements and related measurement reports for the purpose of data collection for UE-side training, without affecting the legacy operations of radio measurements and reporting.
Proposal 13	For prioritized use case 1, the responsibility of LCM for the UE-side model is on the UE or OTT.
Proposal 14	RAN2 send LS to RAN1 to request their opinion regarding whether AI/ML positioning is a new positioning method (see LS in the Annex).
Proposal 15	RAN2 to discuss how to support UE to provide AI/ML model applicability/validity conditions to LMF in LPP.
Proposal 16	On-demand PRS request initiated by MO-LR is reused for UE to initiate data collection procedure. No new enhancement is needed in terms of signaling.
Proposal 17	Reuse legacy ways to provide PRS configuration including broadcasting via posSIBs, LPP ProvideAssistanceData and on-demand PRS for AI/ML data collection for UE-side model training.
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[bookmark: Title][bookmark: _Hlk40295327][bookmark: DocumentFor]3GPP TSG-RAN WG2 Meeting #125bis	R2-xxxxxxx
Changsha, China, April 15 – April 19, 2024

Title:	LS on AI/ML positioning as a positioning method
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Release:	Rel-19
Work Item:	AI PHY positioning

Source:	RAN2
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Cc:	-

Contact Person:	
Name:	
E-mail Address:	@ericsson.com

Send any reply LS to:	3GPP Liaisons Coordinator, mailto:3GPPLiaison@etsi.org

Attachments:	

1. Overall Description:
RAN2 are discussing signaling to facilitate addition of AI/ML functionality for positioning. To get a clear direction for RAN2 discussion, RAN2 is requesting RAN1 to provide feedback on whether RAN1 views that AI/ML functionality will be a new positioning method (AI/ML Positioning method).

2. Actions:
ACTION: 	RAN2 respectfully asks RAN1 to provide feedback on whether there will be need of a new positioning method (AI/ML Positioning method). 

3. Date of Next TSG-RAN2 Meetings:	
3GPP TSG RAN WG2#125bis                  15 - 19 April 2024		Changsha, China
3GPP TSG RAN WG2#126	                 20 - 24 May 2024		Fukuoka, Japan
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