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In RAN #102, work-item (WI) called AI/ML for Air Interface was approved [1]. 
Following objectives on AI/ML model/functionality LCM were captured in the AI/ML for air interface WI:
Provide specification support for the following aspects:
· AI/ML general framework for one-sided AI/ML models within the realm of what has been studied in the FS_NR_AIML_Air project [RAN2]:
· Signalling and protocol aspects of Life Cycle Management (LCM) enabling functionality and model (if justified) selection, activation, deactivation, switching, fallback.
· Identification related signalling is part of the above objective.
· Necessary signalling/mechanism(s) for LCM to facilitate model training, inference, performance monitoring, data collection (except for the purpose of CN/OAM/OTT collection of UE-sided model training data) for both UE-sided and NW-sided models.
· Signalling mechanism of applicable functionalities/models











In this contribution, we discuss aspects related to Functionality identification, AI/ML model/functionality LCM and exchange of additional conditions between the UE and the Network from UE-side perspective.
Discussion
Functionality Identification
During the study item phase, Both RAN2 and RAN1 discussed different approaches to functionality identification, particularly comparing functionality-based lifecycle management (LCM) versus model ID-based LCM respectively. In our understanding, the functionality identification process aims to establish a common understanding between the network (NW) and user equipment (UE) regarding the supported AI/ML-enabled functionalities. 
When compared to model ID-based LCM, functionality-based LCM is considered to be a more static approach. Thus, in functionality-based LCM, NW and UE can agree upon the supported functionalities, similar to how legacy UE capabilities are established. 

This approach doesn't delve into the specifics of how the functionality is implemented, such as the underlying AI/ML model used. Since AIML models may undergo frequent updates and improvements, functionality-based LCM offers simpler management in such dynamic environments or scenarios.
RAN2 has acknowledged that legacy UE capability framework can serve as the baseline for functionality identification. Specifically, for beam management use cases, this can be indicated in UE capability info. in Radio Resource Control (RRC). Similarly, for positioning use cases, it can be indicated by positioning capability as defined in Location-Based Services Protocol (LPP).
Proposal 1: RAN2 to discuss how the legacy UE capability framework may be re-used for functionality identification.  
This ensures that both NW and UE continue to have a clear and consistent understanding of the supported AIML-enabled functionalities, facilitating effective communication and operation in the network.
Furthermore, it is important to define functionality at a level of granularity that accurately reflects the capabilities of the UE and enables efficient management.
In case of AI/ML RAN use cases e.g., Beam Management, positioning etc., there may be multiple sub-use cases, each with its own specific requirements and supported features. By indicating UE-supported functionality at the sub-use case level, NW can gain a more accurate understanding of the capabilities of each UE. This allows for more precise management decisions and ensures that UE capabilities are properly aligned with the requirements of the specific use cases they are intended to support.
Additionally, granularity at the sub-use case level provides greater flexibility for both NW and UE. It allows for the possibility that a UE may support certain sub-use cases within a broader functionality, while not necessarily supporting others. This level of detail enables more tailored configuration and optimization of network resources based on the specific capabilities of each UE.
Observation 1: The sub-use case level approach for UE supported functionality granularity offers significant advantages for network management and model LCM.  However, careful consideration needs to be given to complexity management and backward compatibility during implementation.
Proposal 2: RAN2 to confirm that the granularity of UE supported functionality is per sub-use case level.
Reporting and exchange of additional conditions between the UE and the Network

For the inference at the UE -side, if the model is not trained at the UE-side, it is essential to maintain consistency between model training and model inference for consistent and guaranteed model performance. This may help UE in selecting an appropriate model for a given scenario or use-case.
Thus, for UE sided model, considering limited computation capacity, the additional conditions from the training side should be provided to UE. 

Proposal 3: RAN2 to support indicating NW-side (or training entity) additional conditions to the UE for accurate inference and efficient functionality (re) configuration and model (de) activation/switch. 
Proposal 4: RAN2 to discuss procedure for signaling NW side additional conditions to the UE.
While NW-side AI/ML model training offers significant advantages, careful consideration of additional conditions related to scenarios, locations, configuration, deployments, dataset information, security, privacy, and performance metrics is essential for successful model development and deployment. Each of these factors should be carefully evaluated and addressed to ensure optimal model performance and usability in real-world network environments.
Proposal 5: RAN2 to study and evaluate UE and NW-side or training side additional conditions (e.g., data set info., scenario, configuration, location, UE internal conditions etc.) on a per use-case basis.  
Additional conditions and UE’s internal conditions 
A UE’s ability at different times to support AI/ML model or associated functionality and meet related performance KPIs (including both AI/ML model and UE/device performance KPI) maybe different depending on the additional conditions for e.g., device environment, scenario, site, configuration etc. 
It is also worth noting that UE’s internal conditions such as device computation usage, power-consumption, etc. for the given additional conditions at a given time may be different and needs to be critically considered while making any modifications or changes in model or functionality (re) configuration. The AI/ML model and its LCM process must adapt to the additional and UE’s internal conditions at a given time to meet the AI/ML model and device performance KPI target in an efficient manner. 
Proposal 6: RAN2 to discuss and clarify if the UE’s internal conditions and hardware limitations are also considered as additional conditions or it needs to be reported separately. 
The AI/ML model/functionality may need to adapt to the varying additional conditions as well as dynamic UE’s internal conditions such as RF and power/resource consumption status, memory, battery status, storage, and other hardware limitations etc. Also, the UE or gNB may need to optimize its hardware and software resources to support various models and their functions associated with intended use-cases. From data collection for model training at the network or UE-side perspective (e.g., gNB or OAM centric data collection), UE’s internal conditions e.g., memory/processing power/energy consumption including data and signalling overhead is crucial and must be reported to the network. 
Observation 2: The UE might also need to report its internal conditions to the network in addition to the additional conditions to better manage AI/ML model/functionality behaviour. This is required to be done given the changing UE environment, related network design, data collecting requirements, and various applicability situations.
Hardware/software resource optimizations at the UE and gNB are critical to support tailored AI/ML models/functionality while consistently meeting AI/ML model LCM and device performance KPIs. In addition to this, applicability of a certain AI/ML model may change if the additional conditions around the UE changes which consequently may lead to adaption of network configuration due to (for e.g., network load, bandwidth, UE mobility, RRM, etc.). Thus, this may impact the UE’s internal conditions and these changes in UE’s internal conditions may be required to be reported to the network. How often and when these changes are reported to the network can be configured by the network since the network has better awareness of the UE environment and its configuration. The reporting of UE’s internal conditions as well as additional conditions maybe done using for e.g., User Assistance Information (UAI) or RRC signalling procedure. This process is different than the usual UE capability information exchange which is static and reports only fixed UE capabilities to the network on a relatively not so frequent basis.
Proposal 7: RAN2 to define and discuss procedures to report additional conditions and UE’s internal conditions between the UE and the network. 
AI/ML Model/Functionality LCM
UE-supported AI/ML functionalities may not always be universally applicable, as their effectiveness can vary based on factors like scenarios, locations, configurations, deployments, and model updates etc.. To optimize network control and management, UE must inform the network about the functionalities that are currently relevant and usable in the given context. This information enables the network to make decisions such as activation, deactivation, or switching of AI/ML functionalities based on real-time conditions. "Applicable functionalities" represent the subset of UE-supported functionalities that are usable at any given time, depending on dynamic factors such as scenarios and configurations.
Proposal 8: For NW-side management of UE-sided model, UE should report selective sub-set of applicable functionalities at a given time to the NW. 
In TR 38.843, RAN2 captured five procedures for LCM that includes:
· Decision by the network
· Network-initiated.
· UE-initiated and requested to the network.
· Decision by the UE
· Event-triggered as configured by the network, UE’s decision is reported to the network.
· UE-autonomous, UE’s decision is reported to the network.
· UE-autonomous, UE’s decision is not reported to the network.
In TR 38.843, RAN2 considered multiple solutions that explores various approaches to address the dynamic nature of UE AI/ML functionalities or model. While all these solutions hold merit, determining the most appropriate one depends heavily on the specific use case requirements. Hence further RAN1 input are essential to tailor the solution effectively.
Proposal 9: The TR proposes various solutions for managing dynamic UE AI/ML functionalities/models. Each use case requires further study with RAN1 input for optimal selection. Hence at this point all the listed procedures can be considered.
Conclusions
Based on the analysis given above, we have the following observations and proposals:
Observation 1: The sub-use case level approach for UE supported functionality granularity offers significant advantages for network management and model LCM.  However, careful consideration needs to be given to complexity management and backward compatibility during implementation.
Observation 2: The UE might also need to report its internal conditions to the network in addition to the additional conditions to better manage AI/ML model/functionality behaviour. This is required to be done given the changing UE environment, related network design, data collecting requirements, and various applicability situations.
Proposal 1: RAN2 to discuss how the legacy UE capability framework may be re-used for functionality identification.  
Proposal 2: RAN2 to confirm that the granularity of UE supported functionality is per sub-use case level.
Proposal 3: RAN2 to support indicating NW-side (or training entity) additional conditions to the UE for accurate inference and efficient functionality (re) configuration and model (de) activation/switch. 
Proposal 4: RAN2 to discuss procedure for signaling NW side additional conditions to the UE.

Proposal 5: RAN2 to study and evaluate UE and NW-side or training side additional conditions (e.g., data set info., scenario, configuration, location, UE internal conditions etc.) on a per use-case basis.
Proposal 6: RAN2 to discuss and clarify if the UE’s internal conditions and hardware limitations are also considered as additional conditions or it needs to be reported separately. 
Proposal 7: RAN2 to define and discuss procedures to report additional conditions and UE’s internal conditions between the UE and the network. 
Proposal 8: For NW-side management of UE-sided model, UE should report selective sub-set of applicable functionalities at a given time to the NW. 
Proposal 9: The TR proposes various solutions for managing dynamic UE AI/ML functionalities/models. Each use case requires further study with RAN1 input for optimal selection. Hence at this point all the listed procedures can be considered.
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