[bookmark: historyclause]3GPP TSG-RAN WG2 Meeting #125bis														R2-2402898
Changsha, China,  April 15th – 19th, 2024
Agenda item:	8.3.3
Source:	Apple
Title:	On measurement event prediction
Document for:	Discussion and Decision

1	Introduction 
In this contribution we discuss the following SI objectives (highlighted in yellow):
· AI/ML based RRM measurement and event prediction, 
· Cell-level measurement prediction including intra and inter-frequency (UE sided and NW sided model) [RAN2]
· Inter-cell Beam-level measurement prediction for L3 Mobility (UE sided and NW sided model) [RAN2]
· HO failure/RLF prediction (UE sided model) [RAN2]
· Measurement events prediction (UE sided model) [RAN2]
· Study the need/benefits of any other UE assistance information for the network side model [RAN2]
2   	Discussion
As we point out in another contribution [3], the main point of the present study is not RRM as such, but AI/ML. In other words, the focus should be not so much on the details of RRM and measurements, but on how well AI/ML models and algorithms can perform in measurement and measurement event prediction. Furthermore, as there are many different AI/ML models, architecture and approaches are out there we should focus on studying those and their application to RRM, and to a far lesser extent the details of RRM.
Observation 1: the focus of the study is how well AI/ML models can predict measurements and measurement events, and which models perform best in this area, not the RRM and measurements as such.
This observation is useful, as we show below, to determine to what extent RAN2 needs to delve into the details of which measurements and which measurement events to study. 
One question we need to answer is which measurement events to study. Obviously, it makes no sense to study all of them, since the point (as we explained already) after all is to study the AI/ML models and their performance in predicting the measurement events. With this in mind we think we need to focus on a limited number, perhaps even one, representative measurement events that we can use to evaluate the AI/ML model(s) performance. 
Proposal 1: select a limited number (ideally one) representative measurement event to use to study the AI/ML prediction algorithms.
Naturally, we want to focus on “regular” mobility related events, specifically A1-A6:
· Event A1 (Serving becomes better than threshold)
· Event A2 (Serving becomes worse than threshold)
· Event A3 (Neighbour becomes offset better than SpCell)
· Event A4 (Neighbour becomes better than threshold)
· Event A5 (SpCell becomes worse than threshold1 and neighbour becomes better than threshold2)
· Event A6 (Neighbour becomes offset better than SCell)
Other events, related to inter-RAT, aerial UEs, would clearly be an overkill to study before we have established any concrete conclusions on the A1-6 events.
We can further immediately rule out event A6 as the less relevant, but the main question remains whether we need an event which involves both the serving cell and a neighbour cell. In the Release-11 mobility study TR 36.839 [4], event A3 was used and it might be tempting to blindly follow that decision, however we think there are some considerations which were not relevant in that Release-11 study worth considering.
Right now we are considering which event to choose for AI/ML prediction, but let’s look ahead for a moment at what kinds of AI/ML models we are likely to use. This may give us insights of which event(s) is the best candidate for study the performance and potential of such models. 
Measurement event prediction models should predict the likelihood of an occurrence of an event, based on previous events and also previous measurements. Ideally, it would be good to have a model that only uses previous events but that’s unlikely to be sufficient. Therefore, measurement event prediction model is likely to use the previous measurements and the previous events as input and produce the likelihood of a measurement event at a certain prediction time window.
Essentially, the problem is probably best modelled as prediction based on time series, for which Long short-term memory (LSTM) models are often used. Incidentally, this was the most popular model used by many companies in the RAN1 study on CSI prediction. 
Observation 2: measurement event prediction model is likely to use the previous measurements and the previous events as input and produce the likelihood of a measurement event at a certain prediction time window.
An important note here is that this, as well as the model architecture, complexity and likely performance, does not really depend on which event we chose to use for model evaluation and whether this event involves just the serving cell (e.g. A2) or both the serving and a neighbour cell (A3). 
Observation 3: AI/ML measurement prediction model evaluation is unlikely to depend on which event exactly will be used.
On the other hand, it is also important to consider the overhead – in terms of simulation efforts and the actual discussions in RAN2 on simulation assumptions and simulation results alignment. Considering this is pretty much the first time RAN2 is formally using simulations, such discussions are likely to be time consuming – at let’s not forget that simulations aren’t even the core part of this study. Therefore, using simpler events (e.g. A2) is actually preferrable. More complex events (e.g. A3) can also be considered, but that should be justified in terms of their usefulness for the AI/ML model studies.
Observation 4: using simpler events (e.g. A2) will allow RAN2 to focus on the most important part of the study – AI/ML models, their characteristics, architecture and performance. 
Proposal 2: select A2 as the measurement event for the study; A3 can also be considered, if justified.
Another question we need to address is what benchmark to use for comparison in evaluating the performance of the predictive models. This is perhaps trivial but still needs to be formally agreed and so our suggestion is to use the actual measurement event triggered by the actual measurements. This is the best ground truth there is (under the limitations of the data set to be selected, see [5]) and it simply makes little sense to consider anything else, as such “ground truth” should be available in the data set to be selected for training and evaluation.
Proposal 3: the benchmark is the actual measurement event based on the actual measurements (in the data set used for training and evaluation).
Finally, we need to consider the KPIs for evaluation. First, we assume that common KPIs are being discussed in another agenda item (see [5]) are common KPIs such as prediction accuracy and prediction window would also be used for measurement event prediction.
Observation 5: KPIs such as prediction accuracy are considered common KPIs and of course are needed for measurement event prediction (discussed in the common KPI agenda item).
Then the question becomes whether to consider additional KPIs specific to this model beyond the common KPIs. We think one such additional KPI should be the frequency of measurements needed to be performed for AI/ML model inference. This KPI would directly impact UE power consumption, which is in a way the main purpose of using prediction (as opposed to actual measurements). However, evaluating UE power consumption directly would be difficult, as a) it depends on implementation and b) we would also need to estimate the AI/ML model inference power consumption. Therefore, we think that measurement frequency (the lower the better) is a good trade-off.
Proposal 4: consider measurement frequency (for AI/ML model inference) as a KPI for measurement event prediction.
We are not sure any additional KPIs are needed. Furthermore, it would be unwise to introduce too many. Hence the proposal.
Proposal 5: consider additional KPIs (beyond prediction accuracy, prediction window and measurement frequency) once it has been established that AI/ML is capable of predicting measurements with sufficiently high accuracy and sufficiently long prediction window.
One might consider other KPIs, such as for example HO performance (e.g. the ratio of HO failures) or suchlike, as the prediction should not negatively impact the overall performance. However, we believe that such KPIs are both complex to evaluate and do not add much compared to the prediction accuracy KPI. 
3	Conclusions and Proposals
Observation 1: the focus of the study is how well AI/ML models can predict measurements and measurement events, not the RRM and measurements as such.
Proposal 1: select a limited number (ideally one) representative measurement event to use to study the AI/ML prediction algorithms.
Observation 2: measurement event prediction model is likely to use the previous measurements and the previous events as input and produce the likelihood of a measurement event at a certain prediction time window.
Observation 3: AI/ML measurement prediction model evaluation is unlikely to depend on which event exactly will be used.
Observation 4: using simpler events (e.g. A2) will allow RAN2 to focus on the most important part of the study – AI/ML models, their characteristics, architecture and performance. 
Proposal 2: select A2 as the measurement event for the study; A3 can also be considered, if justified.
Proposal 3: the benchmark is the actual measurement event based on the actual measurements (in the data set used for training and evaluation).
Observation 5: KPIs such as prediction accuracy are considered common KPIs and of course are needed for measurement event prediction (discussed in the common KPI agenda item).
Proposal 4: consider measurement frequency (for AI/ML model inference) as a KPI for measurement event prediction.
Proposal 5: consider additional KPIs (beyond prediction accuracy, prediction window and measurement frequency) once it has been established that AI/ML is capable of predicting measurements with sufficiently high accuracy and sufficiently long prediction window.
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