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Introduction
For Rel-19 XR Phase 3, we have the following objective [1]:
-	Specify Enhancements for Scheduling, as follows: 
-	For the UL, Study and if justified, Specify enhancements using delay/deadline information, for support of UL scheduling to enable high XR capacity while meeting delay requirements/avoiding too late PDUs. [RAN2].
This paper provides some of our views on this topic.

Discussions
Delay-Aware Logical Channel Prioritization (LCP)
In order to facilitate timely resource allocation by the gNB, Rel-18 has introduced the DSR mechanism, which allows the UE to report the remaining time till discard timer expiry for packets buffered in certain LCHs, as well as the associated data volume. Based on the information conveyed by DSR, the gNB could allocate uplink resources that is large enough to accommodate the delay-critical data in a timely fashion, and hence the UE can transmit the data before the delay budget runs out.
However, it has been pointed out that while such mechanism can facilitate delay-aware scheduling at the network side, the usefulness can be quite limited due to the existing LCP procedure. In particular, the UE multiplexes the data from different LCHs into the allocated uplink resource via LCP, and it should follow the ordering based on the priority assigned to each LCH. That is, a LCH with higher priority can use the resource before the other LCHs with lower priority. As a result, even though the gNB can allocate an uplink grant that targets to accommodate delay-critical data (based on DSR), the uplink grant may be eventually used by some other LCHs that have no delay-critical data but with a higher LCH priority. Thus, the benefits of DSR may be diminished.
Owing to such situations, it has been suggested that LCP procedure could be enhanced by taking delay information into account. However, LCP itself is a complex procedure and any change may result in non-negligible impacts to the existing implementations. This has been captured in [1] with the following Note when the scope of this Work Item was defined:
	NOTE:	LCP implementation complexity need to be taken into account when evaluating solutions.



Therefore, if any LCP enhancement is to be introduced, we think it must strike a balance between complexity and benefits. To enable more flexible LCP based on delay, one may suggest that the pre-configured parameter for each LCH (such as priority and PBR etc) could be adapted dynamically based on the instantaneous delay information of data buffered in the LCHs. Potentially, a LCH may be configured with two (or more) sets of parameters, and it can switch between these parameter sets in accordance with the buffer delay. We think such approach is very complicated as the UE needs to continuously track a mapping between buffer delay and the LCH parameters. In our opinions, dynamic adaptation of LCH parameters should not be pursued, to avoid complications in UE implementation.
Proposal 1: RAN2 should not pursue the approach based on dynamic adaptation of LCH parameters (e.g. priority) based on buffer delay.

On the other hand, we know that MAC PDU assembly for a UL grant comprises two main steps:
1. LCHs selection based on the eligibility to use this UL grant.
2. Prioritization among the selected LCHs
To support delay-aware scheduling, we can allow the UE to only select LCHs that are buffered with delay-critical data for a uplink grant in Step 1, without touching the priority or other parameters configured for each LCH (which is more relevant to Step 2). This could be deemed as an extension of existing LCH mapping restrictions, but it is based on the presence of delay-critical data in the buffer of a LCH. Such mechanism could be supported by introducing a new type of uplink grant that is dedicated to delay-critical data, e.g. a new field could be added in the DCI scheduling such grants to explicitly indicate that the usage of this grant is restricted to LCHs buffered with delay-critical data. Upon the reception of such grants, the UE only select the LCHs buffered with delay-critical data to generate the MAC PDU for transmission. 
Proposal 2: A new type of uplink grant dedicated to delay-critical data can be introduced. The UE should only select the LCHs buffered with delay-critical data for LCP procedures on such grants.

Delay-Aware HARQ Timer Enhancements
According to the current specifications, the UE may start several different timers with a PUSCH for the associated HARQ process. For example, if C-DRX is configured, a DRX HARQ RTT timer will be started when a PUSCH is transmitted, which is followed by the DRX retransmission timer wherein the UE should stay awake to monitor potential retransmission grant when this timer is running. Similarly, the UE may start a CG timer if the HARQ process of a PUSCH overlaps with HARQ PID configured for a configured grant, which prevents the UE from using the CG resources for new transmission that can overwrite the HARQ process. The durations of these timers are fixed by configuration and cannot be changed regardless of the contents of the stored MAC PDU. This is not desirable because:
· The UE stays awake unnecessarily to monitor the retransmission grant for data that is already outdated, by continue to run the DRX retransmission timer, which wastes UE power.
· The UE unnecessarily blocks CG resources for new transmission to protect the data that is already outdated, by continue to run the CG timer, which jeopardizes the latency performance of subsequent packets.
Since the UE anyway needs to track the remaining time for each packet for DSR and/or the potential enhancements of delay-aware LCP, we think such information can be further utilized to optimize the operations of these HARQ timers. For example, if the UE knows the remaining time of packets multiplexed into a MAC PDU are all within an upper bound, there is no need for the UE to run these timers excessively long. This is particularly applicable to the uplink grants dedicated to delay-critical data as suggested in Proposal 2. As such uplink grants and the associated remaining time threshold are both assigned by the gNB, both the gNB and UE should be able to sync easily about how long these timers should be running when/after the PUSCH is transmitted.
Proposal 3: If the gNB knows the maximum remaining time of data multiplexed in a MAC PDU (e.g. based on delay-aware scheduling), the values of timers associating to the HARQ process storing this MAC PDU can be optimized to improve power saving and latency performance.

Delay-Aware Selective PDCP Duplication or Re-Routing 
The previous sections are all focused on enhancements in MAC layer (e.g. LCP and HARQ operations), which assumes that MAC can obtain some delay-relayed information via interactions with upper layers. Since the delay or remaining time of a packet is tracked based on the PDCP discard timer status, it is actually much more straightforward for the higher layers (including PDCP and RLC) to utilize the knowledge of packet delay. In Rel-18 TS 38.323 and TS 38.322, we have defined delay-critical PDCP SDU and delay-critical RLC SDU respectively, which shows that delay-criticality of packets are naturally visible to both PDCP and RLC layers:
	TS 38.323, V18.1.0
Delay-critical PDCP SDU: if pdu-SetDiscard is not configured, a PDCP SDU for which the remaining time till discardTimer expiry is less than the remainingTimeThreshold. If pdu-SetDiscard is configured, a PDCP SDU belonging to a PDU Set of which at least one PDCP SDU has the remaining time till discardTimer expiry less than the remainingTimeThreshold.
TS 38.322, V18.0.0
Delay-critical RLC SDU: RLC SDU corresponding to a PDCP PDU indicated as delay-critical by PDCP (see TS 38.323 [4]).



For potential RLC enhancements based on delay-criticality of the packets in the queue, we have presented our views in the companion contribution [2]. In this paper, we tend to discuss some possible enhancements in the PDCP layer.
It is well-known that, PDCP duplication has been traditionally deemed as a feature to support services with low latency and high reliability targets, such as URLLC/IIoT. When the remaining time of a PDCP SDU runs low, this is essentially equivalent to a packet with very small delay budget. In this sense, we think it is simple and efficient if the transmitter can selectively duplicate the packets (i.e. submitting the corresponding PDCP PDU to multiple RLC entities) with remaining time shorter than a threshold. 
On the other hand, we think RAN2 can also explore the possibility of “Selective Re-Routing based on remaining time”, wherein the UE does not submit the PDCP PDU with small remaining time to multiple RLC entities, but instead re-route it to an alternative RLC entity. We assume that the alternative RLC leg may correspond to a radio link with less congestion or better quality. This is akin to split-bearer where the UE may re-route the PDCP PDU to the secondary cell group when the total buffered data volume exceeds a threshold, but the scheme of selective re-routing based on remaining time is also applicable to cases with only one MAC entity, i.e. both the primary and secondary RLC entities are corresponding to the same cell group. Moreover, these RLC entities may have different LCH configurations (e.g. priority, mapping restrictions) in the MAC layer.
Additionally, for either selective duplication or selective re-routing, if PDU Set discarding (i.e. pdu-SetDiscard as specified in Rel-18) is also configured for the DRB, the UE should also duplicate or re-route the packets whose remaining time are still longer than a threshold, but belong to a PDU Set with at least one packet that has remaining time smaller than the threshold.
Proposal 4: RAN2 can explore selective PDCP duplication or re-routing for packets with remaining time smaller than a threshold. If pdu-SetDiscard is configured, all packets in a PDU Set should be duplicated or re-routed if at least one packet in the same PDU Set has a remaining time smaller than the threshold.

Conclusions
In this paper, we provided some of our views on the Rel-19 XR objective of scheduling enhancement based on delay information, and propose the following:
Proposal 1: RAN2 should not pursue the approach based on dynamic adaptation of LCH parameters (e.g. priority) based on buffer delay.
Proposal 2: A new type of uplink grant dedicated to delay-critical data can be introduced. The UE should only select the LCHs buffered with delay-critical data for LCP procedures on such grants.
Proposal 3: If the gNB knows the maximum remaining time of data multiplexed in a MAC PDU (e.g. based on delay-aware scheduling), the values of timers associating to the HARQ process storing this MAC PDU can be optimized to improve power saving and latency performance.
Proposal 4: RAN2 can explore selective PDCP duplication or re-routing for packets with remaining time smaller than a threshold. If pdu-SetDiscard is configured, all packets in a PDU Set should be duplicated or re-routed if at least one packet in the same PDU Set has a remaining time smaller than the threshold.
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