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[bookmark: _Ref174151459][bookmark: _Ref189809556]1.Introduction
We share our initial view on support store and forward with full eNB as regenerative payload from AS point of view. The objective is as following:

· Support of Store&Forward (S&F) satellite operation with full eNB as regenerative payload, therefore:
· Define the necessary enhancements into E-UTRAN (network & UE) to support S&F operation for delay-tolerant services [RAN3, RAN2, RAN4]
· At least specify necessary enhancements e.g. related to S1 protocol, especially to address the feeder link switch over as needed [RAN3]

Note: Strive to minimise UE impact.

Note: Coordination with SA2 (Rel-19 SA2 led Sat-Arch ph3 SI) is needed on the detail requirements (e.g. traffic type, or QoS parameters for S&F), network architecture (e.g. whether consider (partial) core network on satellite) etc.; further coordination with CT1 might be required

2 Discussion
2.1 Scenarios
Benefits specifically associated with the support of Store and Forward (S&F) Satellite operation with regenerative payload are mentioned in WID justification part as following:
· S&F operation allows for delay-tolerant, non-real-time IoT NTN services to be offered in areas visited by the satellites but with no need to have NTN gateway infrastructure (e.g.mid-sea, remote areas)
· Along with support for discontinuous coverage, support for S&F operation is key to facilitate cost-effective deployment of IoT NTN services and enable an immediate operational service with (1) sparse LEO constellations and (2) reduced ground segment infrastructure.
· The support of S&F puts the 3GPP IoT NTN solution on par with other non-3GPP solutions intended for massive satellite IoT, which natively already supports S&F services

Following figure shows an example scenario that two eNB fly around with only one NTN gateway infrastructure on ground to support store and forward service, the service supported should be only delay tolerant, non-real time ones:


[image: ]
Figure 1: Example of two satellite/eNBs circulate around for “store and forward” service

From UE /service link perspective, There is likely no enough satellite/cells to provide a continuous coverage, which means UE/NW support store and forward need to support discontinuous coverage feature. On the other hand , there is likely more than one eNB provide the store&forward service together, which means that it is possible that a UE see one satellite/eNB at this time but see another satellite/eNB at another time, the camping cell/servicing cell can be different at different time.

Assumption 1 : Discontinuous coverage shall be supported if store&forward feature is supported 

Assumption 2: a given UE camping cell/serving cell could be different at different time window


2.3 Baseline procedure 
With full eNB on-board, UE could initiate and finish initial RRC connection setup, however further (MO or MT)data transmission requests end to end connection and UE context establishment between UE and CN/PDN. Data transmission without CN connection is only possible via CIOT optimization procedure (with possible enhancement). 

With CP CIOT optimisation procedure, data encapsulated in (initial) NAS messages can be sent to eNB via RRC message without a UE context established as follows. With this option, the data transmission will not rely on any UE context. In one hand this will simplify the UE context establishment and maintenance, which might become very complicated when feeder link and service link are not available at the same time, on another hand, this may also pose risk of abuse:


MO Data transport in NAS PDU


With UP CIOT optimisation procedure, a suspended UE context with configured DRB can be resumed for data transmission. opposite to CP-CIOT, the data transmission will rely on stored UE context at UE and network side. In one hand this request UE context establishment and maintenance, which might become very complicated when feeder link and service link are not available at the same time, on another hand, this will be safer and potentially support larger data transmission than CP-CIOT



Data transport via resumed DRB

Proposal1: Data transmission in “store&forward” mode should be based on either CP or UP CIOT procedure 
2.3 Access control  
When a Cell is operating without feeder link and without core network connection, any legacy UE who expect to further establish CN connection after establishing RRC connection, would fails. Hence a cell in “store and forward” mode shall bar legacy UEs. Similar as some other feature, separate bit should be introduced to indicate that the cell support “store and forward”.

Proposal 2: a cell work in “store&forward” mode shall bar legacy/normal UE to access
Proposal 3: a cell work in “store&forward” mode shall indicate this using a separate bit in system information



3 Summary
[bookmark: OLE_LINK3]This contribution provided our initial view on support “S&F” feature as follows:



Assumption 1 : Discontinuous coverage shall be supported if store&forward feature is supported 

Assumption 2: a given UE camping cell/serving cell could be different at different time window

Proposal1: Data transmission in “store&forward” mode should be based on either CP or UP CIOT procedure 
Proposal 2: a cell work in “store&forward” mode shall bar legacy/normal UE to access
Proposal 3: a cell work in “store&forward” mode shall indicate this using a separate bit in system information
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