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Introduction
The WID [1] , lists, among others, the following as objective for RAN2:

	· Positioning accuracy enhancements, encompassing [RAN1/RAN2/RAN3]:
· Direct AI/ML positioning:
· (1st priority) Case 1: UE-based positioning with UE-side model, direct AI/ML positioning
· (2nd priority) Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· (1st priority) Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
· AI/ML assisted positioning 		 
· (2nd priority) Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning	
· (1st priority) Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Specify necessary measurements, signalling/mechanism(s) to facilitate LCM operations specific to the Positioning accuracy enhancements use cases, if any
· Investigate and specify the necessary signalling of necessary measurement enhancements (if any)
· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE for relevant positioning sub use cases




Among the first priority use cases for positioning, the network sided model is applicable to: 
· Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning

Likewise, for the second priority use cases for positioning, the network sided model is applicable to: 
· Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning


Data collection for training
For AI/ML models running at the network side, the data collection for the use cases identified in [2] requires the following for training.: 
1) Measurement (input data)  needed for inference. 
2) Ground truth label. 
3) Additional information from the UE.
Studies have shown that AI/ML methods perform better than classical positioning algorithms, especially in NLOS heavy scenarios or in scenarios where there is abundance of reflections in the near field. 

Training of network side model needs ground truth labels. In case of direct AI/ML  positioning  (Case 3b) is the known location of the UE.
In case of AIML assisted UE position, it needs to be discussed further how the ground truth label in case of AIML assisted positioning is determined, for example, whether there is a LOS or NLOS scenario. 

Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
In NG-RAN node assisted positioning, the NG-RAN node provides measurement results, such as timing and angular measurements, for different positioning methods, using the AI/ML model instead of classical algorithms. 

The NG-RAN node is not an LCS-client to receive UE position. Therefore, gNB is unable to determine whether the inference output corresponds to the anticipated output, i.e. the gNB lacks ground truth label to perform monitoring or training. 

On the other hand, the LMF may have the ground truth label of a given UE. The ground truth label may have different quality depending on the method used to acquire the label. The ground truth label may be computed by the LMF using classical positioning methods (but may not have good quality in an environment dominated by NLOS or multipath) or a location report received from the UE (for example, using GNSS based positioning). Alternatively, signalling may be enhanced such that UE may provide information from its sensors (such as camera).  However, the LMF only has access to measurement reports provided by the gNB and not the raw measurements of the radio unit. 

Observation 1: The NG-RAN node is not an LCS-client to receive UE position.
Observation 2:  The LMF observes the measurement (inference) and ground truth, but not the raw measurements (input) of radio unit. 

Therefore, for training and monitoring purposes, there are two alternatives: 
Alternative 1: NG-RAN node becomes an LCS-client to receive the labels. 
Alternative 2: NG-RAN node reports the raw measurement from the radio unit to the LMF. 
Both of the above alternatives have stage 3 impact beyond the scope of RAN2 specifications. From RAN2 perspective, the ground truth shall be reported to the NW depending on UE capability, which may be exchanged between the NW entities. 

Proposal 1: The UE shall, subject to its capabilities and privacy, be configured to report its ground truth (i.e. UE position at one or more point in time), together with uncertainties to the LMF for assisting training for Case 3a. 


Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
For Case 3b, the LMF has an AI/ML model for inference of UE position. The NG-RAN node provides the measurement results, where whether the NG-RAN node uses classical processing or assisted by AIML may be transparent to the LMF. 

The LMF may be able to obtain ground truth labels using:
Option 1: Requesting UE location from the UE with uncertainty using ProvideLocationInformation for UE-based positioning methods. 
Option 2: Obtaining UE location using classical LMF-based positioning methods, using UE-assisted or NG-RAN node assisted methods. 
Option 3: Enhancing the existing LPP allowing the UE to report the known location or obtaining the UE location for fixed UEs using O&M or from information stored about the UE in the network, such as the UEs that are provisioned as PRU by the network. 
Option 4: Retrieving additional information from the UE, that provides the ground truth label or information that assists in determining the ground truth label. 

Nevertheless, the position obtained by UE-based and LMF-based positioning methods still suffer from reduced accuracy in scenarios where heavy multipath and NLOS scenarios occur more frequently. These are exactly the scenarios where classical positioning methods show performance degradation. Therefore, it may be beneficial to utilize other sensor information available at the UE. 

Observation 3: Use of classical positioning methods on their own may lead to degradation in the quality of training / monitoring data, especially in scenarios dominated by NLOS and multipath. 

Based on UE capabilities, the UE may be equipped with additional sensors, such as Lidar, camera, or radar sensors. The UE may be configured to search for certain features containing the ground truth labels, such as landmarks, which may be QR codes, visible markers, orientation markers and so on. For example, an autonomous guided vehicle in a indoor factory scenario may be configured to detect QR codes or NFC tags as it moves along a path. Detection of such information could provide a ground truth label in such scenario. 

Observation 4: UEs may be equipped with additional sensors (such as camera and radars) and may have applications that are able to detect and provide ground truth labels. 

Proposal 2: RAN2 shall discuss what additional information can be provided to the LMF from the UE to determine the ground truth label, such as: 
· Information from on-board sensors, such as camera and radars 
· Information from processing tags, such as QR codes, NFC tags
· Information obtained from other positioning system deployed in parallel to 3GPP system. 

Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning (2nd priority)

As outlined in the WID, case 2b is 2nd priority. This option has similarities to case 3b in terms of ground truth label collection, and similarity to direct UE-positioning (case 1) in terms of input data. Consequently, what additional information needs to be collected shall be concluded after handling the 1st priority cases. 

Proposal 3: RAN2 shall further study if specification is needed beyond what is needed for Case 3b. 

Conclusions
In this contribution, we have made the following observations:

Observation 1: The NG-RAN node is not an LCS-client to receive UE position.
Observation 2:  The LMF observes the measurement (inference) and ground truth, but not the raw measurements (input). 
Observation 3: Use of classical positioning methods on their own may lead to degradation in the quality of training / monitoring data, especially in scenarios dominated by NLOS and multipath. 
Observation 4: UEs may be equipped with additional sensors (such as camera and radars) and may have applications that are able to detect and provide ground truth labels. 

Based on the above observations, we make the following proposals:

Proposal 1: The UE shall, subject to its capabilities and privacy, be configured to report its ground truth (i.e. UE position at one or more point in time), together with uncertainties to the LMF for assisting training for Case 3a. 

Proposal 2: RAN2 shall discuss what additional information can be provided to the LMF from the UE to determine the ground truth label, such as: 
· Information from on-board sensors, such as camera and radars 
· Information from processing tags, such as QR codes, NFC tags
· Information obtained from other positioning system deployed in parallel to 3GPP system. 

Proposal 3: RAN2 shall further study if specification is needed beyond what is needed for Case 3b.
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