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1. [bookmark: _Toc18404533][bookmark: _Toc18403966][bookmark: _Toc18413600]Introduction
Rel-19 XR WI in RP-240791 has an objective for RAN2 to study and if justified specify solutions to enhance NR operation for multi-modality in RAN. In this contribution we investigate the possible enhancements that could be supported in RAN to enable an optimised handling of multi-modal traffic within NR. 
2. Multi-Modality support in RAN
In AR/VR applications, multi-modal communication services combine ultra-low latency with high availability/reliability. Multi-modal services are important in AR/VR applications including IoT, Robotics/Telepresence, first responder services in disaster zones, health care, gaming, education etc. 
A typical multi-modal communication can have different modalities affecting the user experience including audio/video data, sensor data, haptic data and feedback etc. Thus, an application involved in such use cases will generate data which will have a considerably different set of requirements. This is illustrated by the example data and the associated requirements noted below – see [2]:  

Table 1: Multi-Modality QoS targets/KPIs
	Use Cases
	Characteristic parameter (KPI)
	Modality and type of data

	
	Max allowed end-to-end latency
	Service bit rate: user-experienced data rate
	Reliability
	

	Immersive multi-modal VR (UL: device  application sever)
	5 ms

	16 kbit/s -2 Mbit/s
(without haptic compression encoding);

0.8 - 200 kbit/s 
(with haptic compression encoding)
	[99.9%] (without haptic compression encoding)

[99.999%] (with haptic compression encoding)
	Haptic feedback

	
	5 ms
	< 1Mbit/s
	[99.99%]
	Sensor information e.g. position and view information generated by the VR glasses

	Immersive multi-modal VR (DL: application sever  device)
	10 ms

	1-100 Mbit/s
	[99.9%]
	Video

	
	10 ms
	5-512 kbit/s
	[99.9%]
	Audio

	
	5 ms

	16 kbit/s -2 Mbit/s
(without haptic compression encoding);

0.8 - 200 kbit/s 
(with haptic compression encoding)
	[99.9%] (without haptic compression encoding)

[99.999%] (with haptic compression encoding)
	Haptic feedback




As can be seen from the table above, different modalities within the multi-modal application has vastly different service requirements with regards to data rates, reliability targets and latency targets. In RAN, when a given data flow has a specific set of requirements, the way to ensure the QoS requirements is by mapping the flow to a given DRB. However, doing this would essentially mean that these flows are handled rather independently at RAN level. This modelling in RAN is not suitable for the above traffic because the traffic of different modalities is inherently inter-dependent on each other and has associated requirements of synchronization and combined delivery requirements on top of the varied QoS requirements for end-to-end delivery. This is also captured in [2] as associated synchronisation threshold for immersive muti-modal VR applications: 
Table 2: Synchronization requirements for Multi-Modal traffic components
	
	synchronization threshold (note 1)

	audio-tactile
	audio delay:
50 ms
	tactile delay:
25 ms

	visual-tactile
	visual delay:
15 ms
	tactile delay:
50 ms

	NOTE 1:  For each media component, “delay” refers to the case where that media component is delayed compared to the other.




Observation 1: Multi-Modality applications have vastly different service requirements within the same application including requirements for data rate, latency and reliability targets. 

Observation 2: On top of the vastly different service requirements within the same application, multi-modal application traffic also has dependencies in terms of synchronization and combined delivery for each component of the traffic

Observation 3: Flows with different end-to-end service requirements are mapped to different DRBs in RAN, but such handling alone cannot satisfy the synchronization and combined delivery requirements of traffic components within the multi-modal applications

Based on the above observations, it is clear that some enhancements are necessary for handling of multi-modality traffic in RAN. So, the following proposal is made. 

Proposal 1: RAN2 should specify solutions for handling the varied QoS requirements along with synchronization and combined delivery requirements of the traffic components associated with multi-modality applications

3. Multi-Modality Awareness in RAN
To handle the QoS requirements for multi-modality applications, the multi-modality awareness is necessary. e.g. QoS flow dependency of multi-modality applications, the PDU set dependency multi-modality applications etc.
Usually, the QoS flow dependency of multi-modality applications is provided to gNB by CP signalling (e.g. UAI in Uu interface or NGAP signalling), which is used for QoS flows/LCHs/DRBs mapping; and the PDU set dependency multi-modality applications are provided by UP (e.g. in GTP-U header in DL, or implemented by UE in UL), which are used or UP scheduling and/or PDU set discarding. 

Proposal 2: RAN level awareness for multi-modality is required to support multi-modal applications and such awareness can be either provided to RAN by the UE using UAI or via NGAP signalling from CN (the latter is up to SA2 and we can send an LS asking them for further information) 

4. Multi-Modality support in UL
As noted above, when traffic with different QoS requirements is present in RAN, the traffic is mapped to different DRBs. Changing this basic structure in RAN is not ideal as this will have implications on general QoS structure on which NR RAN level QoS handling is dependent on. 
Proposal 3: In case of multi-modality traffic, traffic with vastly different end-to-end QoS requirements (e.g. haptic data and video/audio) may be mapped to different DRBs 

However, RAN should be aware of the associated dependencies between traffic components. These dependencies can be static and/or dynamic. As an example, the haptic data may be associated with the audio/video information at a high level, such association is worth knowing at the gNB so that the gNB scheduler can take this into account in scheduling decisions. On the other hand, the associated synchronization requirements between various components of traffic will need to be reported dynamically during the session to the gNB so that the scheduler can ensure availability of radio resources in time. The mapping of the QoS flows to DRBs is done mainly taking into account the end-to-end latency and bit rate targets at RAN. Once the mapping is done, the UE will be able to determine the associated dependencies between DRBs and this can be informed to RAN after the DRBs are setup. This information can be provided by the UE to gNB via UAI. The dependency information may include a simple indication to convey that there is a synchronization requirement associated with the DRBs, but it may also indicate the exact values (e.g. synchronization thresholds associated between DRBs). 

Proposal 4: Upon configuration of the QoS flow to DRB association (and upon reconfiguration), the UE may determine the associated dependencies between DRBs for UL and provide this information to gNB via UAI. 

Proposal 5: The UAI providing the dependencies between DRBs may include an indication that the DRBs have a synchronization requirement and may in addition provide the exact value of synchronization target across the DRBs

In addition to the static association above, when the actual traffic is generated, the gNB scheduler needs to know the timing dependencies across DRBs for the generated traffic. UAI is not suitable for reporting such dynamic dependency. Some additional dynamic signalling e.g. within the UP (e.g. inband signalling using PDCP level indications) or dynamic indications of dependencies within MAC layer (e.g. using MAC CEs) will be needed for this purpose. MAC level indications are more suitable than PDCP level indications as these indications are time sensitive and should not be blocked by other traffic. Based on this we make the following additional proposal. 
Proposal 6: Additional MAC level signalling can be used to indicate dynamic dependencies for synchronization between data within different DRBs 

5. Multi-Modality support in DL
Similar to UL Multi-Modality support in DL would require the gNB to be aware of the dependencies across traffic streams for DL traffic. Such dependencies may be useful for gNB both at the session establishment time as well as during the session (similar to UL). Static DL dependencies may be known both at the application server and also at the UE side. So, for the static DL dependencies across multi-modal flows, UAI may be used as a baseline. 
Proposal 7: UAI can be used also by the UE to inform the gNB about static dependencies between data mapped to different DRBs in DL
However, the dynamic dependencies between traffic components in DL need to be indicated more frequently and this information is not available at the UE. Such information has to be included inband either with the DL data or by some other means from CN to RAN. Discussion on this aspect can only proceed with support from SA2/RAN3 groups. So, we propose to send an LS to these groups asking for further information on if and how dynamic dependencies between traffic components in DL can be indicated to RAN. 

Proposal 8: Send an LS to SA2/RAN3 asking for information regarding if and how dynamic dependencies between multi-modal traffic components can be handled for DL traffic
6. Conclusion and proposals
The following observations/proposals are made: 
Observation 1: Multi-Modality applications have vastly different service requirements within the same application including requirements for data rate, latency and reliability targets. 

Observation 2: On top of the vastly different service requirements within the same application, multi-modal application traffic also has dependencies in terms of synchronization and combined delivery for each component of the traffic

Observation 3: Flows with different end-to-end service requirements are mapped to different DRBs in RAN, but such handling alone cannot satisfy the synchronization and combined delivery requirements of traffic components within the multi-modal applications

Proposal 1: RAN2 should specify solutions for handling the varied QoS requirements along with synchronization and combined delivery requirements of the traffic components associated with multi-modality applications

Proposal 2: RAN level awareness for multi-modality is required to support multi-modal applications and such awareness can be either provided to RAN by the UE using UAI or via NGAP signalling from CN (the latter is up to SA2 and we can send an LS asking them for further information) 

Proposal 3: In case of multi-modality traffic, traffic with vastly different end-to-end QoS requirements (e.g. haptic data and video/audio) may be mapped to different DRBs 

Proposal 4: Upon configuration of the QoS flow to DRB association (and upon reconfiguration), the UE may determine the associated dependencies between DRBs for UL and provide this information to gNB via UAI. 

Proposal 5: The UAI providing the dependencies between DRBs may include an indication that the DRBs have a synchronization requirement and may in addition provide the exact value of synchronization target across the DRBs

Proposal 6: Additional MAC level signalling can be used to indicate dynamic dependencies for synchronization between data within different DRBs 

Proposal 7: UAI can be used also by the UE to inform the gNB about static dependencies between data mapped to different DRBs in DL
Proposal 8: Send an LS to SA2/RAN3 asking for information regarding if and how dynamic dependencies between multi-modal traffic components can be handled for DL traffic
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