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1. Introduction
In Rel-19 Non-Terrestrial Networks (NTN) for Internet of Things (IoT) WID, the following objectives were achieved:
	· Support of Store Forward (S&F) satellite operation with full eNB as regenerative payload, therefore:
· Define the necessary enhancements into E-UTRAN (network & UE) to support S&F operation for delay-tolerant services [RAN3, RAN2, RAN4]
· At least specify necessary enhancements e.g. related to S1 protocol, especially to address the feeder link switch over as needed [RAN3]

Note: Strive to minimise UE impact.

Note: Coordination with SA2 (Rel-19 SA2 led Sat-Arch ph3 SI) is needed on the detail requirements (e.g. traffic type, or QoS parameters for S&F), network architecture (e.g. whether consider (partial) core network on satellite) etc.; further coordination with CT1 might be required.


In this contribution, we will discuss some issues on Store &Forward (S&F) satellite operation with full eNB as regenerative payload and provide some understanding on Store &Forward (S&F) and regenerative architecture. 
2. Discussion 
2.1. Regenerative architecture
Prior to Rel-19, only the architecture of transparent satellite is supported. The satellite payload implements frequency conversion and a radio frequency amplifier in both up link and down link direction. Comparing NTN and TN, the approach of handling timing and synchronization is the biggest difference, which can be found in TS36.300, and the related description is shown as follows:
To accommodate the long propagation delays in NTN, several timing relationships are enhanced by a Common Timing Advance (Common TA) and two offsets:  and :
-	 is a configured timing offset that is equal to the RTT between the RP and the NTN payload.
-	 is a configured scheduling offset that needs to be larger or equal to the sum of the service link RTT and the Common TA.
-	 is a configured offset that is approximately equal to the RTT between the RP and the eNB.
The scheduling offset  is used to allow the UE sufficient processing time between a downlink reception and an uplink transmission. The offset  is used to delay the application of a downlink configuration indicated by a MAC CE received on NPDSCH, and to determine the UE-eNB RTT. The UE shall have valid GNSS position as well as the ephemeris and common TA before connecting to an NTN cell. To achieve synchronisation, before and during connection to a cell, the UE shall pre-compensate the Timing Advance, by considering the common TA, UE position and the NTN payload position through the ephemeris.



Figure 1: Timing relationship parameters
In Rel-19 regenerative architecture, at least the eNB will be fixed on satellite. Since the Uu radio interface exists in the service link between the UE and the satellite, the RTT between UE and eNB is equivalent to service link RTT. It can be concluded that the UE-eNB RTT in regenerative architecture is shorter than in transparent architecture. In addition, to accommodate long propagation delays in NTN, increased timer values and window sizes, or delayed starting times have been supported. Therefore, we think the current mechanism can be naturally to accommodate the regenerative architecture without any requirement of enhancements.  
Proposal 1: From RAN2 point of view, the legacy mechanism is sufficient to support the regeneration architecture for IoT-NTN.
2.2 Store & Forward
2.2.1 Scenario 
Based on our current understanding, the mechanism of S&F exists in the scenario that the service link or the feeder link cannot be available simultaneously. When the service link is available, the eNB on board can store the transmitted date/signaling. After the feeder link recoveries its availability, the stored data/signalling will be forwarded to the CN node.
Observation 1: The mechanism of S&F is applied for the scenario that the service link and the feeder link cannot be available simultaneously. 
2.2.2 How to support Store & Forward
According to the WID, the S&F is applied in regenerative architecture. For regenerative architecture, at least the eNB on satellite is to be required. The additional scenario that (partial) core network on satellite is also mentioned.
Until now, for (partial) core network on satellite, no conclusion has been made by SA2. Since the SA2 SI will be completed in June, we can wait for SA2 for further progress, and then study the impact on RAN2 specification.
Proposal 2: For the scenario of S&F with (partial) core network on satellite, RAN2 can wait for SA2 for further progress.
In this contribution, we focus on the scenario of S&F with eNB on satellite. The basic principle to support any scenario is that the basic function should be supported. Based on this principle, we need to identify the issues on how to support the basic functions. 
RRC connection setup/(re-)establishment/resume procedures (including RACH procedure) may be interrupted due to that only service link is available in a certain time duration. That is, the interaction between the eNB and CN is infeasible in above procedures, when the service link is available. In addition, if the interruption is inevitable, how to guarantee the validity of timing advance is another serious issue. Therefore, how to resolve such issues should be discussed. Other function such as paging whether needs to be enhanced or modified to accommodate the scenario of S&F is FFS.
Proposal 3: For the scenario of S&F with eNB on satellite, the legacy RRC connection setup/(re-)establishment/resume procedures need to be modified or enhanced.
EDT and PUR have been supported for IoT-NTN, which are used for small data transmission and supported in both CP solution and UP solution. From RAN2 point of view, considering the traffic characteristics of NB-IoT and MTC, EDT and PUR should be supported in the scenario of S&F. Due to the interruption between service link and feeder link, and the validity of timing advance, the issue whether the stored data/signaling can be forwarded directly after either the service link or the feeder link becomes available should be taken into account. 
Proposal 4: For the scenario of S&F with eNB on satellite, the legacy EDT and PUR procedures need to be modified or enhanced.
3. Conclusions
[bookmark: _Hlk163163405]In this contribution, we discussed the issues related to Store & Forward (S&F) satellite operation with full eNB as regenerative payload. Based on the discussion, the following observation and proposals are concluded:
Observation 1: The mechanism of S&F is applied for the scenario that the service link and the feeder link cannot be available simultaneously. 

Proposal 1: From RAN2 point of view, the legacy mechanism is sufficient to support the regeneration architecture for IoT-NTN.
Proposal 2: For the scenario of S&F with (partial) core network on satellite, RAN2 can wait for SA2 for further progress.
Proposal 3: For the scenario of S&F with eNB on satellite, the legacy RRC connection setup/(re-)establishment/resume procedures need to be modified or enhanced.
Proposal 4: For the scenario of S&F with eNB on satellite, the legacy EDT and PUR procedures need to be modified or enhanced.
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