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[bookmark: OLE_LINK72][bookmark: OLE_LINK71]Supporting for S&F operation is key to facilitate cost-effective deployment of IoT NTN services and enable an immediate operational service with (1) sparse LEO constellations and (2) reduced ground segment infrastructure. In R19 IoT NTN WID[1], the objective for S&F topic has been listed below:
· Support of Store&Forward (S&F) satellite operation with full eNB as regenerative payload, therefore:
· Define the necessary enhancements into E-UTRAN (network & UE) to support S&F operation for delay-tolerant services [RAN3, RAN2, RAN4]
· At least specify necessary enhancements e.g. related to S1 protocol, especially to address the feeder link switch over as needed [RAN3]
Note: Strive to minimize UE impact.
Note: Coordination with SA2 (Rel-19 SA2 led Sat-Arch ph3 SI) is needed on the detail requirements (e.g. traffic type, or QoS parameters for S&F), network architecture (e.g. whether consider (partial) core network on satellite) etc.; further coordination with CT1 might be required
Considering it’s the first time for RAN2 to discuss R19 IoT NTN S&F topic, we would like to discuss some general aspects of IoT NTN S&F mode which may have impacts to RAN2.
[bookmark: _Hlk59519022]Discussion
Architecture
The first part we want to discuss is about IoT-NTN S&F architecture. There are two potential architectures for S&F mode: One is single satellite serving for one UE at one time which is the basic scenario. Single satellite architecture (shown as Figure1) means that only one satellite provides connection service for UE. When the UE is not in the satellite serving cell, the service link becomes available and UE needs to wait until the satellite comes back. The period that the satellite turns around usually takes about 20 minutes which means large latency; the other architecture is multiple satellites serving for one UE (shown as Figure2). In this mode, if one serving satellite in S&F mode passed, UE will be able to transmit data with another coming candidate satellite. It is clear to see that the second architecture can significantly reduce timing delay but will have impacts to both RAN and CN (e.g. CN needs to tell UE context to all potential available satellites). Besides, the second multiple satellite architecture is still under SA2 discussion [2]. Thus, we propose to defer multiple satellite architecture (as well as ISL, Inter Satellite Link) and focus on single satellite architecture first.
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Figure 1 Single serving satellite architecture
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Figure 2 Multi serving satellites architecture


Proposal 1: It is proposed to specify single satellite architecture in S&F mode first. Waiting for SA2 conclusion on multiple satellite architecture in S&F mode (as well as ISL).
Access control 
Next, we are going to discuss access control for IoT-NTN S&F mode. Establishing RRC connection between UE and satellite (eNB onboard) in S&F mode needs to be enhanced since the normal one-step attach method (UE<->eNB<->CN) is not suitable in S&F mode. In S&F mode, both eNB and UE needs to support S&F operation and tell each other about the S&F information. Similar CAG mechanism can be used for IoT NTN S&F: for eNB side, the satellite (eNB onboard) can broadcast supporting S&F mode and carrying S&F information in SIB message (e.g. SIB31 or SIB32). The network can also indicate the current cell is a S&F cell. For UE side, 1) UE needs to be configured with S&F information, for the details how UE is configured can be further studied (e.g. through pre-configuration, broadcast message or dedicated signaling); 2) UE needs to indicate to the network that UE has new capability of supporting S&F operation; 3) Legacy UEs (R18 IoT NTN UE not supporting S&F operation) or UEs not supporting IoT-NTN need to be barred from the S&F cell. Similar to NTN/ATG, we can add an IE in SIB1 (e.g. cellBarredSF-r18) and use one bit to indicate which kind of UEs are allowed to camp on the current S&F cell. Based on the above analyzation, Proposal 2 to 5 are given below:
Proposal 2: It is proposed that eNB broadcasts supporting S&F mode and carrying S&F information in SIB message (e.g. SIB31 or SIB32).
Proposal 3: It is proposed to add new IE in SIB1 (e.g. cellBarredSF-r18) and use one bit to indicate whether UE(s) are allowed to camp on the S&F cell.
Proposal 4: It is proposed to add new UE capability to support S&F operation. 
Proposal 5: It is proposed to configure UE with S&F information in advance. FFS how UE is configured (e.g. through pre-configuration, broadcast message or dedicated signaling).
For the RA procedure, assuming the service link and the feeder link can not be available at the same time in S&F mode. Thus, the normal RA procedure can not work and needs to be divided into two parts to analyze: 
1) Interaction between UE and eNB (establish RRC connection) when the service link is available;
2) Interaction between eNB and CN (fetch UE context, authentication, security and UE location information, etc.) when the feeder link is available.
From RAN2 point of view, we mainly talk about the interaction between UE and eNB. Figure 3 shows the general description of initial attach procedure.
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Figure 3 UE initial attach procedure
1. [bookmark: _GoBack]When the service link is available and the feeder link is unavailable, UE can receive broadcast S&F information from eNB. If the broadcast S&F information matches the configured S&F information inside UE, UE will try the initial access to the S&F cell by sending Msg1 message. However, different with normal RA procedure, eNB may reject UE RA Preample due to lacking of some NAS information (e.g. UE context, authentication and security) since eNB cannot communicate with CN for the time being. eNB could reject the RA request with the cause value of S&F mode and also carry a waiting timer which indicates the next time when UE sends RA request. After receiving the rejection information from eNB, UE will wait till the timer expires which means that the satellite comes back and the service link becomes available again.
2. When the service link is unavailable and the feeder link is available, eNB will send the attach request to the CN to fetch at least UE context, authorization info and security info. Then eNB becomes ready for next RACH procedure.
3. When the service link is available and the feeder link is unavailable (the satellite comes back), for the second RACH procedure, assuming eNB has turned around and fetched UE related NAS information from CN, eNB will accept the RA request and establish RRC connection with UE (as well as NAS signalling exchange). Then UE can make the data transmission with the satellite.
4. When the service link is unavailable and the feeder link is available, eNB tells CN that UE has successfully established connect and updates related NAS signalling with CN which is out of RAN2 scope.
Based on the above analyzation, Proposal 6 to 7 are given below:
Proposal 6: RAN2 to discuss RA procedure enhancement. e.g. eNB may reject the first UE attach request with the cause value of S&F when the feeder link is unavailable.
Proposal 7: If the eNB rejects UE RA request, it can send a new waiting timer within the rejection message. UE does not need to send RA request until the timer expired.
When UE receives the waiting timer from eNB, it has two options: 1) Waiting until the timer expired and trying to attach to the S&F cell again; 2) Waiting and trying to attach to a normal IoT-NTN cell if the normal cell becomes available. In our understanding, the normal IoT-NTN satellite always has a higher priority. UE does not need to wait for S&F satellite coming back if there is an available normal IoT-NTN satellite ready to provide connection service.
Proposal 8: Before the waiting timer expires, UE can attach to a normal IoT-NTN cell if there is an available IoT-NTN satellite.
The priority between normal IoT-NTN and IoT-NTN S&F mode also need to be considered. That means if both normal IoT-NTN cell and IoT-NTN S&F cell are available, which cell is UE going to access? In our opinion, since IoT-NTN S&F mode has huge delay influence and is only suitable for delay-tolerant service, if normal IoT-NTN cell and IoT-NTN S&F cell are both available, UE will select normal IoT NTN cell for better service experience. Only when there is no available normal IoT NTN cell, UE supporting S&F mode will try to camp on the S&F cell.
Proposal 9: Normal IoT-NTN cell has a higher priority than the S&F cell. Only when there is no available normal IoT NTN cell, UE supporting S&F mode will try to camp on the available S&F cell.
Suspension
Assuming UE has finished the RA procedure and established RRC connection with eNB successfully, when the S&F satellite is moving away, the data transmission between UE and eNB will be suspended. Similar to waiting timer indication in RA procedure of S&F mode, an indication needs to be gave from eNB to UE to indicate the interruption time before the service link is unavailable. So that UE can know the estimated suspension time for next data transmission occasion.
Proposal 10: Before the service link is unavailable, an indication needs to be gave from eNB to UE to indicate the interruption time. Then UE can know the estimated suspension time for next data transmission occasion.
During the suspension period, there is an obvious problem needed to be solved: how to deal with the left unsuccessful delivered data. Since the normal different kind of timers (e.g. discard timer/retransmission timer) can not satisfy such large latency in S&F mode. Thus, UE behaviour during the suspension period needs to be discussed and enhanced. For the details, we would like to discuss in the further meetings.
Proposal 11: RAN2 to discuss UE behaviour during the suspension period e.g. expand the discard timer/retransmission timer due to S&F huge latency.
Conclusions
According to the above discussion, the following proposals are given:
Architecture
Proposal 1: It is proposed to specify single satellite architecture in S&F mode first. Waiting for SA2 conclusion on multiple satellite architecture in S&F mode (as well as ISL).
Access control
Proposal 2: It is proposed that eNB broadcasts supporting S&F mode and carrying S&F information in SIB message (e.g. SIB31 or SIB32).
Proposal 3: It is proposed to add new IE in SIB1 (e.g. cellBarredSF-r18) and use one bit to indicate whether UE(s) are allowed to camp on the S&F cell.
Proposal 4: It is proposed to add new UE capability to support S&F operation. 
Proposal 5: It is proposed to configure UE with S&F information in advance. FFS how UE is configured (e.g. through pre-configuration, broadcast message or dedicated signaling).
Proposal 6: RAN2 to discuss RA procedure enhancement. e.g. eNB may reject the first UE attach request with the cause value of S&F when the feeder link is unavailable.
Proposal 7: If the eNB rejects UE RA request, it can send a new waiting timer within the rejection message. UE does not need to send RA request until the timer expired.
Proposal 8: Before the waiting timer expires, UE can attach to a normal IoT-NTN cell if there is an available IoT-NTN satellite.
Proposal 9: Normal IoT-NTN cell has a higher priority than the S&F cell. Only when there is no available normal IoT NTN cell, UE supporting S&F mode will try to camp on the available S&F cell.
Suspension
Proposal 10: Before the service link is unavailable, an indication needs to be gave from eNB to UE to indicate the interruption time. Then UE can know the estimated suspension time for next data transmission occasion.
Proposal 11: RAN2 to discuss UE behaviour during the suspension period e.g. expand the discard timer/retransmission timer due to S&F huge latency.
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