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Introduction
A new SI was approved for Rel-19 focusing on AI/ML for mobility in [2]. The relevant objectives for this SI are reproduced below:
	Study and evaluate potential benefits and gains of AI/ML aided mobility for network triggered L3-based handover, considering the following aspects:
· AI/ML based RRM measurement and event prediction, 
· Cell-level measurement prediction including intra and inter-frequency (UE sided and NW sided model) [RAN2]
· Inter-cell Beam-level measurement prediction for L3 Mobility (UE sided and NW sided model) [RAN2]
· HO failure/RLF prediction (UE sided model) [RAN2]
· Measurement events prediction (UE sided model) [RAN2]
· Study the need/benefits of any other UE assistance information for the network side model [RAN2]

· The evaluation of the AI/ML aided mobility benefits should consider HO performance KPIs (e.g., Ping-pong HO, HOF/RLF, Time of stay, Handover interruption, prediction accuracy, and measurement reduction) etc.) and complexity tradeoffs [RAN2]
· NOTE: Simulation assumption and methodology can leverage TR 38.901, 38.843 and 36.839. And leave the detail discussion to RAN2
· Potential AI mobility specific enhancement should be based on the Rel19 AI/ML-air interface WID general framework (e.g. LCM, performance monitoring etc) [RAN2]  
· NOTE: This would only be treated after sufficient progress is made in the Rel-19 AI/ML air interface WID 
· Potential specification impacts of AI/ML aided mobility [RAN2]
· [bookmark: _Hlk153472406]Evaluate testability, interoperability, and impacts on RRM requirements and performance [RAN4]

· NOTE 1: RAN1/3 work can be triggered via LS
· NOTE 2: RAN4 scope/work can be defined and confirmed by RAN#105 after some RAN2 discussions (within the RAN4 pre-allocated TUs)
NOTE 3: To avoid duplicate study with “AI/ML for NG-RAN” led by RAN3
NOTE 4: Two-sided model is not included




In this contribution, we discuss the potential sub-use cases for HO failure/RLF prediction and how AI/ML can be leveraged during L3 handover procedure considering different use cases/scenarios, using relevant performance KPIs. 
Discussion
Sub-Use Cases
As captured in the SID, even with the participation of AI/ML, handover decision is still performed by the network[2]:
	The study will focus on mobility enhancement in RRC_CONNECTED mode over air interface by following existing mobility framework, i.e., handover decision is always made in network side. Mobility use cases focus on standalone NR PCell change. UE-side and network-side AI/ML model can be both considered, respectively.



It would be useful to first revisit the distinctions between HO failure/RLF during handover, as defined in TR 36.839[3]:
· RLF can be assumed to occur due to poor channel conditions and applies before the A3 event is triggered (i.e. neighboring cell becomes offset better than current cell). 
· Handover failure regime, on the other hand, can be further divided into two states, before and after UE attaches to the target cell. 
· For the former case, HO failure is declared if T310 timer is triggered or running when handover command is received or if RLF occurs (i.e. due to poor channel conditions). 
· For the latter, HO failure is declared if the link quality for the target cell is poor at the end of HO execution time. 
For the first scenario, i.e. when RLF occurs before the A3 event is triggered (i.e. when no suitable cell is available for HO) should not be counted as HO failure. Only regimes where RLF occurs under conditions that other suitable cell(s) is available (signal strength > threshold) should be accounted as a handover failure.
Proposal 1: Training dataset generation for AI/ML model to predict future HO failure/RLF should focus on the RLF/Handover failure modelling regimes as captured in TR 36.839 section 5.2.1. 

With this in mind, the main use case for AI/ML model should be to predict the probability of Radio Link failure and/or Handover failure for the predicted target cell(s) for UE’s handover. More specifically, the model predicts the target cell for handover (which may be the best or top-K target cells) and the corresponding predicted probability of successful handover to the target cell(s) (which in turn dictates the probability of RLF/HO failure). Assistance information from the UE (i.e. UE location information, speed and trajectory) as well as assistance information from neighbouring cells (including predicted resource status/congestion) can be utilized for more accurate prediction. The target cell prediction and the associated probability of successful handover can be indicated to the network (indicating AI/ML model’s predicted HO failure/RLF probability rate). Of course, it is up to the network to decide further whether to perform handover or not according to the predicted information.




Another scenario where AI/ML model can be used is when using the predicted A3 event trigger. More generally, the (predicted) A3 event trigger or in general all the predicted event triggers by AI/ML (as detailed in our companion contribution [1]) can be used as an input to the AI/ML model. In this case, the model uses historical/predicted measurement results from the target cell which triggered the A3 event to predict the probability of successful handover to that target cell (and the corresponding RLF/HO failure prediction when performing HO to that target cell). Same as the above scenario, this predicted probability can be reported to the network before HO is initiated.




[bookmark: _Hlk162858756]Proposal 2: RAN2 to consider following sub-use cases for HO failure/RLF prediction for L3 handover:
· Case 1: RLF/HO failure prediction using historical/predicted measurement results (output: target cell prediction, RLF/HO failure probability) 
· Case 2: RLF/HO failure prediction using predicted event triggers (output: HO success/failure probability for target cell)

Proposal 3: Other assistance information (e.g. UE location/speed/trajectory, neighbouring cell information, etc). may be used as input to AI/ML model aid in the prediction of HO failure/RLF during handover.

1.1     Life Cycle Management
As described in SID and discussed above, only UE-sided model is considered HO failure/RLF prediction. UE-sided model life cycle management discussed in the companion contribution [1] can also be applicable to UE-sided measurement event prediction.
Proposal 4: RAN2 to consider below LCM functionality mapping for measurement event prediction:
	AL/ML functions (if applicable)
	UE-side model

	
	Mapped entities
	Data collection

	Model training(offline training)
	UE, UE-side OTT server
	UE -> UE/UE-side OTT server

	
	Note: RAN2 identified the cases in which OAM or Core Network may be used for UE-side model training. However, no study was conducted since this is beyond the scope of this Working Group. 
Note: RAN2 identified the case in which gNB may be used for UE-side model training. However, no conclusion was reached, as this depends on the RAN1 progress.

	Model transfer/delivery
	UE-side OTT server->UE
	

	Inference
	UE
	Inference data for UE part: UE internal 

	Model/functionality monitoring
	UE (UE monitors the performance, and may report to gNB), gNB (gNB monitors the performance)
	Monitoring at NW-side: UE -> gNB (calculated performance metrics, data required for calculation)

	Model/functionality control (selection, (de)activation, switching, updating, fallback)
	gNB if monitoring resides at UE or gNB, 
UE if monitoring resides at UE
	

	Mobility management/performance monitoring
	gNB
	



Performance KPI
The handover performance metrics in TR 36.839 [3] are considered as baseline, including handover failure, time of stay, ping-pong, handover interruption. In addition, for the case of RLF/HO prediction modelling, it would be useful to consider the reduction in HO failure and RLF using AI/ML predictions compared to the non-AI/ML based HO case. Moreover, precision (AI/ML model’s ability to predict true HO failure/RLF instances among all positive predictions) and recall (model’s ability to correctly identify all actual positive HO failure/RLF cases) can also be used to gauge the performance of the AI/ML based L3 handover.
Proposal 5: For mobility management and monitoring performance KPIs, RAN2 considers performance KPIs defined in TR 36.839 as baseline, including handover failure, RLF, ping-pong, short-time-of-stay, etc. FFS on other performance KPIs and definition enhancement for existing performance KPIs.
Proposal 6: For RLF/HO failure prediction using AI/ML for L3 based handover, following performance KPIs are considered as baseline:
· model complexity and computational complexity
· Reduction in HO failure rate compared to non-AI/ML (%)
· Reduction in RLF rate compared to non-AI/ML (%)
· Precision and Recall for HO failure/RLF predictions

Conclusion
In this contribution, we first discussed potential sub-use cases and potential LCM. Performance KPIs for handover failure and RLF prediction are discussed in the end.
We observed and proposed with the followings:
Sub-use cases
Proposal 1: Training dataset generation for AI/ML model to predict future HO failure/RLF should focus on the RLF/Handover failure modelling regimes as captured in TR 36.839 section 5.2.1. 
Proposal 2: RAN2 to consider following sub-use cases for HO failure/RLF prediction for L3 handover:
· Case 1: RLF/HO failure prediction using historical/predicted measurement results (output: target cell prediction, RLF/HO failure probability) 
· Case 2: RLF/HO failure prediction using predicted event triggers (output: HO success/failure probability for target cell)
Proposal 3: Other assistance information (e.g. UE location/speed/trajectory, neighbouring cell information, etc). may be used as input to AI/ML model aid in the prediction of HO failure/RLF during handover.
LCM
Proposal 4: RAN2 to consider below LCM functionality mapping for measurement event prediction:
	AL/ML functions (if applicable)
	UE-side model

	
	Mapped entities
	Data collection

	Model training(offline training)
	UE, UE-side OTT server
	UE -> UE/UE-side OTT server

	
	Note: RAN2 identified the cases in which OAM or Core Network may be used for UE-side model training. However, no study was conducted since this is beyond the scope of this Working Group. 
Note: RAN2 identified the case in which gNB may be used for UE-side model training. However, no conclusion was reached, as this depends on the RAN1 progress.

	Model transfer/delivery
	UE-side OTT server->UE
	

	Inference
	UE
	Inference data for UE part: UE internal 

	Model/functionality monitoring
	UE (UE monitors the performance, and may report to gNB), gNB (gNB monitors the performance)
	Monitoring at NW-side: UE -> gNB (calculated performance metrics, data required for calculation)

	Model/functionality control (selection, (de)activation, switching, updating, fallback)
	gNB if monitoring resides at UE or gNB, 
UE if monitoring resides at UE
	

	Mobility management/performance monitoring
	gNB
	



Mobility and Inference performance KPIs
Proposal 5: For mobility management and monitoring performance KPIs, RAN2 considers performance KPIs defined in TR 36.839 as baseline, including handover failure, RLF, ping-pong, short-time-of-stay, etc. FFS on other performance KPIs and definition enhancement for existing performance KPIs.
Proposal 6: For RLF/HO failure prediction using AI/ML for L3 based handover, following performance KPIs are considered as baseline:
· model complexity and computational complexity
· Reduction in HO failure rate compared to non-AI/ML (%)
· Reduction in RLF rate compared to non-AI/ML (%)
· Precision and Recall for HO failure/RLF predictions
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