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[bookmark: _Ref131412611]1	Introduction
[bookmark: _Ref178064866][bookmark: OLE_LINK347]According to the Rel-19 WID on AI/ML for NR Air Interface [1], data collection for UE-side model training is one of the study objectives with corresponding checkpoints in RAN#105 (Sept ’24).
	· CN/OAM/OTT collection of UE-sided model training data [RAN2/RAN1]: 
· [bookmark: _Hlk152950182]For the FS_NR_AIML_Air study use cases, identify the corresponding contents of UE data collection
· Analyse the UE data collection mechanisms identified during the FS_NR_AIML_Air (TR 38.843 section 7.2.1.3.2) study along with the implications and limitations of each of the methods 


The following proposals were identified during the Rel-18 SI on AI/ML for NR Air Interface:
	1. UE collects and directly transfers training data to the Over-The-Top (OTT) server;
[bookmark: OLE_LINK352]1a) OTT (3GPP transparent)
[bookmark: OLE_LINK353]1b) OTT (non-3GPP transparent)
1. UE collects training data and transfers it to Core Network. Core Network transfers the training data to the OTT server.
1. UE collects training data and transfers it to OAM. OAM transfers the needed data to the OTT server.
RAN2 did not study or analyse these proposals and did not agree to requirements or recommendations.


[bookmark: OLE_LINK286]This paper tries to delve into the details of the different mechanisms, identify the key aspects that distinguish them, evaluate the advantages and disadvantages of each, and propose a way forward to progress the discussion. Additionally, we aim to align the data collection requirements for UE-side model training.
[bookmark: OLE_LINK324]2	Discussion
[bookmark: OLE_LINK280]2.1 UE-sided Data Collection 
[bookmark: OLE_LINK388][bookmark: OLE_LINK101]While RAN2 has identified potential data collection methods for UE-side model training, the specifics have yet to be explored in depth. This section aims to thoroughly examine the proposed techniques for transferring training data from the UE to the UE-side (OTT) server. Each method presents a distinct approach with its own set of implications. We will compare these methods across various aspects to understand their differences and potential applications.
	

1a) OTT (3GPP transparent)
	

1b) OTT (non-3GPP transparent)

	


2. Data collection via CN
	
3. OTT (non-3GPP transparent)


[bookmark: OLE_LINK361][bookmark: OLE_LINK379][bookmark: OLE_LINK351]
1a) OTT (3GPP Transparent)
· In this option, the UE-side OTT server, which is assumed to be outside the Mobile Network Operator's (MNO's) network, receives data directly from the UE, typically via the application layer. The UE-side OTT server controls the data collection process, allowing for seamless data transfer without additional network intervention.
· This method prioritizes direct communication between the UE and its OTT server, potentially bypassing network functions. However, it raises concerns about the transparency of RAN configuration and conditions, which might be acquired by the UE and transferred to the OTT server. The network’s deployment and configuration may be disclosed to the UE-side OTT server unknowingly.
1b) OTT (Non-3GPP Transparent)
· In this option, data transfer from the UE to the UE-side OTT server may occur through the application layer and be controlled by a network function (NF), such as the Data Collection Function (DCAF) in 5GS. The control granularity is coarse, potentially based on a Service Level Agreement (SLA), and the data collection process may be transparent to the RAN.
· [bookmark: OLE_LINK381]This option allows for some network intervention in the data collection process, but the extent of control and the potential for standardization in data formats are limited. The transparency of RAN-related information remains a concern.
2 Data transfer via Core Network
· [bookmark: OLE_LINK359]The UE collects training data and transfers it to the CN, which then forwards the data to the UE-side server. The data transfer from UE to CN can occur through CP or UP tunnels. For data transfer via CP tunnel, one possible way is that the collected data is transferred from the UE to CN via NAS layer/message. Another possible way is that the collected data is transferred from UE to RAN via RRC layer/message, which further forwards the collected data to the CN, where the dataset is stored. This method enables the network to actively manage and control the data flow, potentially leading to more efficient and secure data handling.
· The CN's involvement allows for a finer control granularity and the possibility of optimizing radio resource usage. The network can be aware of the data content and associate the collected dataset with RAN-related configuration/condition.  The CN's role ensures a high level of security and privacy protection.
3 Data transfer via OAM
· The UE collects training data and transfers it to the OAM, which then forwards the data to the UE-side server. The data transfer from UE to OAM can occur through CP or UP tunnels. One possible way is that the collected data is transferred from the UE to RAN via RRC layer/message, which further forwards the collected data to OAM. The other way is that the collected data is transferred from the UE to OAM directly via UP tunnel. OAM provides additional oversight by filtering and processing the data before it reaches the OTT server.
· [bookmark: OLE_LINK382]This option maximizes radio resource efficiency and network awareness of the data content. The OAM's role ensures that RAN configuration and condition information is provided and controlled appropriately for the collected dataset, offering a high level of security and privacy protection.
Proposal 1: RAN2 identifies the key aspects to distinguish and compare among different solutions and takes Table 1 as the starting point for comparative analysis. 



[bookmark: OLE_LINK387]



Table 1 Comparative analysis among different data collection approaches
	[bookmark: OLE_LINK397]Aspects
	1a) OTT (3GPP Transparent)
	1b) OTT (Non-3GPP Transparent)
	2. Transfer via Core Network
	3. Transfer via OAM

	Termination Entity
	[bookmark: OLE_LINK367]UE-side OTT server
	UE-side OTT server
	CN
	OAM

	Inside/outside MNO’s network
	Outside
	Inside/Outside
	Inside/outside
	Inside/outside

	Transport Tunnel
	[bookmark: OLE_LINK8]UP tunnel (Note: data collection may be charged as normal traffic.)
	UP tunnel (Note: data collection may be charged as normal traffic.)
	[bookmark: OLE_LINK383]CP tunnel (FFS: UP tunnel)
	CP tunnel (FFS: UP tunnel)

	Protocol layer for data transfer
	Application layer
	Application layer
	[bookmark: OLE_LINK384]NAS or RRC layer (FFS: transport layer of UP tunnel)
	RRC layer (FFS: transport layer of UP tunnel)

	Data Collection Controller
	UE-side OTT server
	CN (certain NF, e.g., DCAF)
	CN
	OAM/RAN

	Control Granularity by NW
	NA, the OTT server can directly request data from the UE.
	Coarse e.g., based on SLA
	Finer (e.g., per NAS procedure)
	Finer (e.g., per RRC procedure)

	RAN Intervene 
	No
	No
	Possible 
	Yes 

	Radio Resource Efficiency
	[bookmark: OLE_LINK371]Low, as the network cannot optimize radio resource usage for data transfer
	Low, as the network cannot optimize radio resource usage for data transfer
	Higher, due to the possibility of RAN intervene
	Maximum

	Data format
	Non-standardized 
	Non-standardized
	[bookmark: OLE_LINK386]Standardized/non-standardized
	Standardized/non-standardized

	Network Awareness of the data Content
	No
	No
	[bookmark: OLE_LINK378][bookmark: OLE_LINK370]Yes, if the data content is standardized or disclosed to MNO. 
	Yes, if the data content is standardized or disclosed to MNO.

	[bookmark: OLE_LINK372]RAN configuration/condition acquisition
	[bookmark: OLE_LINK373]Unclear whether the RAN configuration/condition acquired by the UE can be transferred to the UE-side OTT server. 
	Unclear whether the RAN configuration/condition acquired by the UE can be transferred to the UE-side OTT server and how the CN can control it with limited intervene. 
	[bookmark: OLE_LINK385]Controlled by MNO
	Controlled by MNO

	Spec Impact
	No
	Limited
	High
	High

	Security and Privacy Risk
	High, managed by the OTT application, with potential risks if not 3GPP compliant
	Lower, managed by the OTT application and NF based on SLA.
	[bookmark: OLE_LINK375]Minimum, NW can enforce security and privacy protection.
	Minimum, NW can enforce security and privacy protection.

	Involved WGs
	No
	SA2
	RAN2, SA2
	RAN2, SA2, SA5



[bookmark: OLE_LINK350][bookmark: OLE_LINK348]Options 2 and 3 share several commonalities that distinguish them from Option 1, making it feasible to group them together when contrasting with Option 1a and Option 1b. Here are the key similarities between Options 2 and 3:
· Network Involvement and Control: Both options involve the network (CN in Option 2 and OAM in Option 3) in the data collection and transfer process. This contrasts with Option 1, where the UE directly transfers data to the OTT server without/with limited network intervention.
· Network Awareness and Radio Resource Efficiency: Both Options 2 and 3 leverage the network's capabilities to optimize data transfer, ensuring efficient use of radio resources. 
· Security and Privacy: Options 2 and 3 benefit from the network's security protocols and privacy measures. The involvement of the Core Network or OAM allows for the enforcement of 3GPP security standards, offering a higher level of data protection compared to the potentially less secure direct transfer to OTT servers in Option 1a and Option 1b.
· Standardized Data Formats: While Option 1a and 1b may primarily use proprietary data formats due to direct OTT server involvement, Options 2 and 3 are more likely to support standardized data formats, thanks to the network's role in managing the data flow. 
[bookmark: OLE_LINK391]Given these commonalities, Options 2 and 3 can be grouped together to highlight the benefits of network involvement in the data collection and transfer process, especially in terms of security, standardization, and efficient resource use. This grouping serves to contrast these options with Option 1, which prioritizes direct and potentially more flexible and efficient data transfer to OTT servers at the expense of the aforementioned benefits.
Proposal 2: Options 2 and 3, which involve network-controlled data transfer, can be categorized together for a comparative analysis with Options 1a and 1b.
[bookmark: OLE_LINK3]2.2 Principles of Data collection for UE-side Model Training
[bookmark: OLE_LINK4]Following the completion of the Rel-18 SI on AI/ML for the NR Air Interface, a set of principles for data collection for network-side model training has been established and documented in the TR [1].
	[bookmark: OLE_LINK281]A set of general data collection principles is expected to be considered for network-side model training. These include:
· UE to support data logging,
· UE to report the collected data periodically, event-based, and on-demand,
· The UE memory, processing power, energy consumption, signalling overhead should be considered.
Note: The above principles can be revised depending on RAN1 requirements.


[bookmark: OLE_LINK5]The principles outlined for network-side model training are equally applicable to UE-side model training. Data collection for UE-side model training also needs to consider the support of data logging, flexible data reporting, resource efficiency, UE energy consumption, UE processing power, UE memory, etc. The most important benefit to apply the same set of principle is to have unified data collection solution over the air interface. Applying the same data collection principles to both UE-side and network-side model training creates a standardized approach， which facilitates easier design, implementation and maintenance of data collection procedures, leading to better compatibility and less complexity in both UE and NW side.  
If we have common solution over the air interface for data collection for network-side model training and UE-side model training, the only problem needs to be addressed for data collection for UE-side model training is how to transfer the data collected by the network to the UE-side server.
[bookmark: OLE_LINK10][bookmark: OLE_LINK7][bookmark: OLE_LINK9]Proposal 3: The general data collection principles for network side model training is applicable to UE-side model training. Common solution over the air interface for data collection for both UE-side model training and network-side model training is preferred. 
2.3. Requirements of Data collection for UE-side Model Training 
In the joint paper [2], it was proposed that the data collection for UE-side model training shall satisfy at least the following requirements:
1. The collected dataset should be accessible to entities inside or outside the MNO network with an SLA with the MNO, e.g. OAM controlled by mobile network operators. 
1. Operators should have control over and awareness of the data collection process.
1. User privacy and security should be preserved.
1. Minimize the impact of additional air-interface traffic.
1. Futureproof and extendable design.
Besides those requirements, we think the following two are also important to materialize UE-side model. 
1. The collected dataset can include UE vendor-dependent and non-standardized information.
1. Assistance information, pertinent to RAN configuration, conditions, and scenarios, is attached to the respective dataset and is understandable to the UE side.
It's understood that AI/ML algorithms and models are tailored to each specific implementation and do not require standardization. This design principle is reflected in the agreements for different LCM purposes. RAN1 agreed that for UE-part of two-sided model inference and UE-side model inference, input data is internally available at UE. For gNB-side model inference (Case 3a), input data is internally available at gNB.
Accordingly, the data types used for offline training might not need to be standardized. Consider, for instance, a UE-sided model: it can be trained on the UE side using a dataset collected by the UE itself, thereby obviating the need to standardize the data's format and content, given that the information is not necessarily need to be visible and understandable by the network side. Moreover, if the data produced by the UE itself can be collected and used for model training, it could potentially enhance the performance of AI/ML algorithms. If every piece of collected data needs to be standardized, it would be a significant burden for both standardization and implementation. Considering that the use cases that AI needs to support in the future will become more and more diverse, and the required information will be complex, it is unlikely that we can standardize all the data information needed for model training. Allowing taking vendor-dependent information can reduce the standardization effort and network implementation largely. 
This is also advantageous for the commercialization of AI. Before the network is fully deployed or upgraded to support AI features, the network may only need to open an interface, allowing the UE to collect data and train a UE-side model for the actual system. This means we don't have to wait for all networks to implement and deploy AI before allowing the UE to train its own model.
Observation 1: The data content and format, used for model training on the UE side, can be vendor-dependant and aren't necessarily required to specified. 
According to RAN1 discussion, a model may be associated with specific configurations/conditions and additional conditions (e.g., scenarios, sites, and datasets) as determined between UE-side and NW-side. This suggests that different datasets used to train different AI/ML models are linked with certain combinations of configurations, conditions, and scenarios and have distinct characteristics. Therefore, different datasets meant for different configurations, conditions, and scenarios should be differentiated. This is why RAN1 agreed to use assistance information for UE data collection to categorize data in forms of IDs to differentiate data characteristics due to specific configurations, scenarios, sites, etc. For UE side data collection, categorizing or assistance information related to RAN configurations, conditions, scenarios should be linked with datasets with different characteristics and known to the UE side. 
Observation 2: Different datasets used to train different AI/ML models are linked with certain combinations of configurations, conditions, and scenarios and have distinct characteristics.
Proposal 4: For UE-side data collection, following additional requirements should be met:
· The collected dataset can include UE vendor-dependent and non-standardized information.
· [bookmark: OLE_LINK357]Assistance information, pertinent to RAN configuration, conditions, and scenarios, is attached to the respective dataset and is understandable to the UE side.
[bookmark: OLE_LINK325]3 Conclusion
Observations:
Observation 1: The data content and format, used for model training on the UE side, can be vendor-dependant and aren't necessarily required to specified. 
Observation 2: Different datasets used to train different AI/ML models are linked with certain combinations of configurations, conditions, and scenarios and have distinct characteristics.
Proposals:
Proposal 1: RAN2 identifies the key aspects to distinguish and compare among different solutions and takes Table 1 as the starting point for comparative analysis. 
Proposal 2: Options 2 and 3, which involve network-controlled data transfer, can be categorized together for a comparative analysis with Options 1a and 1b.
Proposal 3: The general data collection principles for network side model training is applicable to UE-side model training. Common solution over the air interface for data collection for both UE-side model training and network-side model training is preferred. 
Proposal 4: For UE-side data collection, following additional requirements should be met:
1. The collected dataset can include UE vendor-dependent and non-standardized information.
1. Assistance information, pertinent to RAN configuration, conditions, and scenarios, is attached to the respective dataset and is understandable to the UE side.
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