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1. [bookmark: _Ref521334010]Introduction
In RAN#102 meeting, a new WID on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface was approved [1], to provide the specification support for R18 air interface AI and also further study these issues which are not enough studied in R18 SI stage. 
In this contribution, we will discuss the functionality based LCM for UE-sided model, mainly focus on the following aspects:
· Functionality identification and applicable functionalities;
· Performance monitoring for UE-sided mode;
· Management for UE-sided model;
· Model inference for UE-sided model for beam management;
· Model inference for UE-sided model for positioning accuracy enhancement;
· Additional conditions.
2. Discussion
2.1 [bookmark: _GoBack] Functionality identification and applicable functionalities
In R18 SI stage, functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models were discussed in RAN1 and achieved the agreements which were captured in TS38.843 as follow.
	For AI/ML functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models, functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability. Correspondingly, functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG. 


Based on the understanding of the term “functionality” discussed in our companion contribution [2], the functionality is network configuration(s) enabled AI/ML-enabled Feature/FG, which configuration can be supported based on the conditions indicated by UE, i.e., by functionality identification procedure. It can be seen that functionality identification procedure is used for UE to report the supported conditions for network to enable AI/ML-enabled Feature/FG by configuration(s). In order to support the reporting, dynamic solution (e.g., by UAI) or static solution (e.g., by UE capability signaling) can be considered.
In addition, RAN1 also has discussed the “applicable functionalities”, and captured in TR38.843 as follow.
	After functionality identification, necessity, mechanisms, for UE to report updates on applicable functionality(es) among functionality(es) are studied, where the applicable functionalities may be a subset of all functionalities. Applicable functionalities can be reported by the UE.


According to the description highlight in yellow, the “applicable functionalities” is the updated applicable functionalities after functionality identification procedure, e.g., during functionality identification, the UE indicates to the network it supports 4-to-32 beam prediction and 8-to-32 beam prediction (i.e., two functionalities for BM-Case1 sub use case), after a period of time, the UE only supports 4-to-32 beam prediction, then the UE will report the updated applicable functionality (i.e., one functionality 4-to-32 beam prediction for BM-Case1 sub use case) to network. RAN2 should align the understanding for “applicable functionalities” for better designing the reporting signaling for it.
Proposal 1: RAN2 to align understanding for “applicable functionalities”, i.e.,
· Updated applicable functionalities after functionality identification.
Based on Proposal 1, “applicable functionalities” are the updated applicable functionalities after functionality identification, and it means the functionality can be dynamic updated after functionality identification. RAN2 can discuss whether the common signaling can be used or not for functionality identification procedure and “applicable functionalities” reporting.
- if the common signaling is used, e.g., UE reports the current applicable functionalities by functionality identification procedure (i.e., a subset of all functionalities), and the UE reports the updated applicable functionalities if the applicable functionalities change in the future, dynamic signaling (e.g., by UAI) can be used;
- if the separate signaling is used, e.g., UE reports all functionalities by functionality identification procedure, and the UE reports the updated applicable functionalities if the applicable functionalities change in the future, static signaling (e.g., by UE capability signaling) can be used for functionality identification procedure, and dynamic signaling (e.g., by UAI) can be used for “applicable functionalities” reporting.
Based on above, we propose,
Proposal 2: RAN2 to discuss whether the common signaling can be used or not for functionality identification procedure and “applicable functionalities” reporting:
· If the common signaling is agreed, dynamic signaling (e.g., by UAI) can be used for functionality identification procedure and “applicable functionalities” reporting;
· If the separate signaling is agreed, static signaling (e.g., by UE capability signaling) can be used for functionality identification procedure, and dynamic signaling (e.g., by UAI) can be used for “applicable functionalities” reporting.
2.2  Performance monitoring for UE-sided mode
In R18 SI stage, performance monitoring was discussed per sub use case in RAN1 and some general aspects were achieved and captured in TR38.843. For example, for beam use case, for UE-sided model, the following contents about performance monitoring were achieved.
	For BM-Case1 and BM-Case2 with a UE-side AI/ML model:
-	Type 1 performance monitoring: 
-	Configuration/Signalling from gNB to UE for measurement and/or reporting
-	UE may have different operations 
-	Option 1 (NW-side performance monitoring): UE sends reporting to NW (e.g., for the calculation of performance metric at NW) 
-	Option 2 (UE-assisted performance monitoring): UE calculates performance metric(s), either reports it to NW or reports an event to NW based on the performance metric(s) 
-	Indication from NW for UE to do LCM operations 
-	Note: At least the performance and reporting overhead of model monitoring mechanism should be considered
-	Type 2 performance monitoring: 
-	Indication/request/report from UE to gNB for performance monitoring 
-	Note: The indication/request/report may be not needed in some case(s)
-	Configuration/Signalling from gNB to UE for performance monitoring measurement and/or reporting
-	If it is for UE side model monitoring, UE makes decision(s) of model selection/activation/ deactivation/switching/fallback operation
-	Mechanism that facilitates the UE to detect whether the functionality/model is suitable or no longer suitable


It can be seen that, for BM-Case1 and BM-Case2 sub use cases, the general mechanisms for performance monitoring have been made in RAN1 during R18 SI discussion. In Rel-19 WID stage, we understand that RAN1 will continue the discussion for performance monitoring on the details e.g., which type (i.e., Type 1 and/or Type 2) is used for monitoring, configuration parameters for UE measurement and/or reporting, whether the L1 signaling is used for the measurement reporting or monitoring results reporting. Therefore, from RAN2’s perspective, RAN2 can wait for more progress on performing monitoring from RAN1 before starting the discussion in RAN2 for beam management use case, also for positioning accuracy enhancement use case.
Proposal 3: For performance monitoring for UE-sided model, RAN2 to start the discussion after more progress is made in RAN1 for beam management use case and positioning accuracy enhancement use case.
2.3  Management for UE-sided model
Before the discussion of signaling procedures for functionality-based management, we want to first clarify the understanding for “selection, activation, deactivation, switching, and fallback operation”. In the current TR38.843, they are defined as follow.
	Model activation: enable an AI/ML model for a specific AI/ML-enabled feature.
Model deactivation: disable an AI/ML model for a specific AI/ML-enabled feature.
Model selection: The process of selecting an AI/ML model for activation among multiple models for the same AI/ML enabled feature. Note: Model selection may or may not be carried out simultaneously with model activation.
Model switching: Deactivating a currently active AI/ML model and activating a different AI/ML model for a specific AI/ML-enabled feature.


Based on above, the definition of “Model activation, Model deactivation, Model selection, Model switching” is clear, however, the definition of “fallback operation” is missing which we think should also be clarified. In the TR38.843, it can be seen that the “fallback operation” refers to “fallback to non-AI/ML operation”, therefore, we understand that the “Model fallback” can be defined as “Model fallback: Deactivating a currently active AI/ML model and fallback to non-AI/ML operation.”
In TR38.843, there is no definition for functionality selection, activation, deactivation, switching, and fallback operation. We understand the definition of model selection, activation, deactivation, switching, and fallback operation can be applied to functionality selection, activation, deactivation, switching, and fallback operation.
Proposal 4: The definition of model selection, activation, deactivation, switching, and fallback operation can be applied to functionality selection, activation, deactivation, switching, and fallback operation, i.e., 
	Functionality/model activation: Enable an AI/ML functionality/model for a specific AI/ML-enabled feature.
Functionality/model deactivation: Disable an AI/ML functionality/model for a specific AI/ML-enabled feature.
Functionality/model selection: The process of selecting an AI/ML functionality/model for activation among multiple functionalities/models for the same AI/ML enabled feature. Note: Functionality/model selection may or may not be carried out simultaneously with functionality/model activation.
Functionality/model switching: Deactivating a currently active AI/ML functionality/model and activating a different AI/ML functionality/model for a specific AI/ML-enabled feature.
Functionality/model fallback: Deactivating a currently active AI/ML functionality/model and fallback to non-AI/ML operation.


In addition, according to the description for functionality-based management in TR38.843 as below,
	For AI/ML functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models, functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability. Correspondingly, functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG.


Based on the highlight in yellow part, another point that needs to be clarified before starting the discussion of functionality-based management is that the functionality-based management is performed after functionality identification procedure, i.e., the functionality-based management operates based on identified functionalities.
Proposal 5: Functionality-based management is performed after functionality identification procedure, i.e., the functionality-based management operates based on identified functionalities.
In R18 SI stage, RAN2 discussed the signaling procedures for functionality life cycle management, and 5 cases (including decision by the network and decision by the UE) were proposed and captured in TR 38.843. The procedures can at least be considered for UE-side models. RAN2 can take the current 5 cases as baseline, further to discuss and decide the mapping of these cases to specific use cases, also the signaling details after more progress on performance monitoring is made in RAN1.
Proposal 6: RAN2 takes the current 5 cases in section 7.2.1.1 in TR38.843 as baseline for the signaling procedures for functionality-based management.
Proposal 7: RAN2 to discuss and decide the mapping of these cases to specific use cases, also the signaling details after more progress on performance monitoring is made in RAN1.
For decision by the network for UE-sided model, one issue, i.e., how to indicate the selection, activation, deactivation, switching, and fallback operation (Management instruction) can be discussed parallel in RAN2. 
1) In R18 SI stage, model id is introduced and can be used for model-ID-based LCM as follow.
	In model-ID-based LCM, models are identified at the Network, and Network/UE may activate/deactivate/select/switch individual AI/ML models via model ID. 


 Also, the following content was captured in TR38.843,
	Model ID, if needed, can be used in a Functionality (defined in functionality-based LCM) for LCM operations.


It seems that the model id introduced in R18 SI stage can be used for functionality-based LCM.
Observation 1: In Rel-18 SI stage, it is proposed that model id, if needed, can be used in a Functionality (defined in functionality-based LCM) for LCM operations.
2) According to the understanding discussion of “functionality” in our companion contribution [2], the granularity of functionality is configuration correlated, then, configuration-based solution can be considered for functionality-based LCM, i.e., the UE can perform functionality selection, activation, deactivation, switching, and fallback operation based on the network configuration.
3) In R18 SI stage, whether functionality id needs to be introduced for functionality identification and/or functionality-based management was discussed but no consensus achieved. From RAN2’s perspective, it is beneficial to introduce functionality id for functionality-based LCM, e.g., functionality identification, applicable functionalities reporting, or functionality-based management.
Therefore, we propose RAN2 to discuss how to indicate the selection, activation, deactivation, switching, and fallback operation (Management instruction).
Proposal 8: RAN2 to discuss the following solutions for indicating the selection, activation, deactivation, switching, and fallback operation (Management instruction):
· Using model id (if identified);
· Configuration-based solution;
· Introducing functionality id;
2.4  Model inference for UE-sided model for beam management
In RAN1#116 meeting, RAN1 discussed the details for beam management use case, for UE-sided model, the following agreement was achieved.
	Agreement
For UE-sided model, at least for BM-Case1, for content in the report of inference results, support 
· Opt 1: Beam information on predicted Top K beam(s) among a set of beams
· Opt 2: Beam information on predicted Top K beam(s) among a set of beams and RSRP of predicted Top K beam(s) among a set of beams
· At least K=1 and more, FFS on max value
· FFS on beam information 
· FFS on the definition of predicted Top K beam(s)
· FFS on definition of reported RSRP when applicable
· FFS on other information in the report with potential down selection among the following options 
· Opt 3: Beam information on predicted Top K beam(s) among a set of beams and probability information of predicted Top K beam(s) among a set of beams
· FFS on the quantization method of probability information
· Probability information is the probability of the beam to be the Top 1 or Top K beam
· Opt 4: Beam information on predicted Top K beam(s) among a set of beams, RSRP of predicted Top K beam(s) among a set of beams, and confidence information of the RSRP
· FFS on definition of reported RSRP 
· FFS on the definition and quantization method of confidence information
· Other options are not precluded.
where the set of beams is Set A, i.e., the beams for UE prediction.


As above, for UE-sided model, at least for BM-Case1, the inference results need to report to the network, and according to the reply LS [3] from RAN1 in R18 SI stage, it indicated the beam prediction results for UE-sided model is time-critical for reporting, then, L1 signaling should be used for the reporting. Also RAN1 will further discuss the report content. Therefore, RAN2 can assume for model inference for UE-sided model, no discussion is needed in RAN2 until triggered by RAN1 input.
Proposal 9: For beam management use case, RAN2 assumes for UE-sided model, for inference, no discussion is needed in RAN2 until triggered by RAN1 input.
2.5  Model inference for UE-sided model for positioning accuracy enhancement
According to the discussion of prioritization for sub use case in our companion contribution [2], i.e., for AI/ML based positioning, RAN2 only focus on cases 1, 2a and 2b in the stage 3 phase of specification impact analyses, we will focus on cases 1, 2a and 2b to analyze the model inference for UE-sided model below.
· Model inference for cases 1, 2a and 2b
For case 1, it is UE-based positioning with UE-side model, direct AI/ML positioning, we understand it is UE to generate the measurement for AI/ML model inference based on the PRS transmission, i.e., no air interface signaling is needed for model inference input.
For case 2a, RAN1 has discussed and agreed the follow:
	Agreement
For AI/ML assisted positioning Case 2a, at least LOS/NLOS indicator and/or timing information are supported for reporting. 
· If LOS/NLOS indicator is reported, the indicator can be reported as soft indicator or hard indicator as defined in 38.214.
· If timing information is reported, the timing information at least can be reported via DL RSTD or UE Rx-Tx time difference as defined in 38.215.
· Note: details of the report are pending further discussion.


According to RAN1’s agreement, at least LOS/NLOS indicator and/or timing information are supported for reporting, i.e., the inference output of UE-sided model needs to be reported to LMF. Considering that reporting the LOS/NLOS indicator and timing information have been supported in legacy positioning, i.e., by LPP signaling, for case 2a, can consider to reuse the legacy LPP signaling for AI/ML based positioning.
Proposal 10: For AI/ML based positioning case 2a, reuse the legacy LPP signaling to support the reporting of LOS/NLOS indicator and/or timing information.
2.6  Additional conditions
In R18 SI stage, the concept of additional conditions was raised and discussed inRAN1, the following was captured in TR38.843.
	For an AI/ML-enabled feature/FG, additional conditions refer to any aspects that are assumed for the training of the model but are not a part of UE capability for the AI/ML-enabled feature/FG. It does not imply that additional conditions are necessarily specified. Additional conditions can be divided into two categories: NW-side additional conditions and UE-side additional conditions. Note: whether specification impact is needed is a separate discussion. 


Based on the highlighted in yellow part, this means the additional conditions is either unspecified or specified but not part of UE capability, which is assumed for the training of the model. Additional conditions are divided into NW-side additional conditions and UE-side additional conditions. 
In Rel-18, RAN1 mainly focus on the NW-side additional conditions which explicitly included in WID. Some potential approaches (as follow which is captured in TR38.843) were discussed to ensure consistency between training and inference regarding NW-side additional conditions for inference for UE-side models.
	For inference for UE-side models, to ensure consistency between training and inference regarding NW-side additional conditions (if identified), the following options can be taken as potential approaches (when feasible and necessary): 
-	Model identification to achieve alignment on the NW-side additional condition between NW-side and UE-side
-	Model training at NW and transfer to UE, where the model has been trained under the additional condition
-	Information and/or indication on NW-side additional conditions is provided to UE 
-	Consistency assisted by monitoring (by UE and/or NW, the performance of UE-side candidate models/functionalities to select a model/functionality)
-	Other approaches are not precluded
-	Note: 	the possibility that different approaches can achieve the same function is not denied


From our perspective, in order to ensure consistency between training and inference regarding NW-side additional conditions, two procedures can be needed, at least for functionality-based LCM for UE-sided model:
1) NW-side additional conditions should be included in model description information, e.g., along with model transfer (if supported) sent to UE;
2) During model inference, if the NW-side additional conditions changes, the network should inform the UE for functionality-based LCM.
However, considering that RAN1 will continue the discussion for NW-sided additional conditions, it is better RAN1 to identity and determine the detailed contents of NW-additional conditions, thus, we suggest postponing the discussion in RAN2 until more progress is made in RAN1.
Proposal 11: RAN2 postpones the discussion of additional conditions until more progress is made in RAN1.
3. Conclusion
RAN2 can start to discuss:
Functionality identification and applicable functionalities
Proposal 1: RAN2 to align understanding for “applicable functionalities”, i.e.,
· Updated applicable functionalities after functionality identification.
Proposal 2: RAN2 to discuss whether the common signaling can be used or not for functionality identification procedure and “applicable functionalities” reporting:
· If the common signaling is agreed, dynamic signaling (e.g., by UAI) can be used for functionality identification procedure and “applicable functionalities” reporting;
· If the separate signaling is agreed, static signaling (e.g., by UE capability signaling) can be used for functionality identification procedure, and dynamic signaling (e.g., by UAI) can be used for “applicable functionalities” reporting.

Management for UE-sided model
Proposal 4: The definition of model selection, activation, deactivation, switching, and fallback operation can be applied to functionality selection, activation, deactivation, switching, and fallback operation, i.e., 
	Functionality/model activation: Enable an AI/ML functionality/model for a specific AI/ML-enabled feature.
Functionality/model deactivation: Disable an AI/ML functionality/model for a specific AI/ML-enabled feature.
Functionality/model selection: The process of selecting an AI/ML functionality/model for activation among multiple functionalities/models for the same AI/ML enabled feature. Note: Functionality/model selection may or may not be carried out simultaneously with functionality/model activation.
Functionality/model switching: Deactivating a currently active AI/ML functionality/model and activating a different AI/ML functionality/model for a specific AI/ML-enabled feature.
Functionality/model fallback: Deactivating a currently active AI/ML functionality/model and fallback to non-AI/ML operation.



Proposal 5: Functionality-based management is performed after functionality identification procedure, i.e., the functionality-based management operates based on identified functionalities.
Proposal 6: RAN2 takes the current 5 cases in section 7.2.1.1 in TR38.843 as baseline for the signaling procedures for functionality-based management.
Observation 1: In Rel-18 SI stage, it is proposed that model id, if needed, can be used in a Functionality  (defined in functionality-based LCM) for LCM operations.
Proposal 8: RAN2 to discuss the following solutions for indicating the selection, activation, deactivation, switching, and fallback operation (Management instruction):
· Using model id (if identified);
· Configuration-based solution;
· Introducing functionality id;

Model inference for UE-sided model for positioning accuracy enhancement
Proposal 10: For AI/ML based positioning case 2a, reuse the legacy LPP signaling to support the reporting of LOS/NLOS indicator and/or timing information.

RAN2 starts to discuss after more progress is made in RAN1:
Performance monitoring for UE-sided mode
Proposal 3: For performance monitoring for UE-sided model, RAN2 to start the discussion after more progress is made in RAN1 for beam management use case and positioning accuracy enhancement use case.

Management for UE-sided model
Proposal 7: RAN2 to discuss and decide the mapping of these cases to specific use cases, also the signaling details after more progress on performance monitoring is made in RAN1.

Model inference for UE-sided model for beam management
Proposal 9: For beam management use case, RAN2 assumes for UE-sided model, for inference, no discussion is needed in RAN2 until triggered by RAN1 input.

Additional conditions
Proposal 11: RAN2 postpones the discussion of additional conditions until more progress is made in RAN1.
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