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Introduction
In the last RAN2 meeting (#123bis), contributions for multiple topics have been discussed, including
· Architecture and General
· Covering UE capability, applicability conditions/dynamic capabilities, as well as the mapping of functions to physical entities.
· Data Collection
· Covering the general aspects of data collection, as well as data collection for positioning and UE-side model training.
· Control and LCM other
· Covering model transfer/delivery, as well as other aspects of LCM.
The group reached the following agreements during this meeting.
	[bookmark: _Hlk110330641][bookmark: _Ref129681832]      Agreements 

1. The legacy UE capability framework serves as the baseline to report UE’s supported AI/ML-enabled Feature/FG:
· For CSI and beam management use cases, it is indicated in UE AS capability in RRC (i.e., UECapabilityEnquiry / UECapabilityInformation). 
· For positioning use case, it is indicated in positioning capability in LPP.
2. RAN2 confirm that stage 3 details of AI/ML-enabled Feature/FG (e.g., granularity of Feature/FG) in legacy UE capability are postponed to discuss in the normative phase.
3. For additional condition reporting, the existing capability reporting framework cannot be used.  To report these conditions (if needed), UAI can be used as an example.  This can be defined and discussed in normative phase.    FSS signaling of additional conditions from network to UE.
4. Capture in the TR the reactive and proactive approaches, i.e., the UE reacts to NW’s configuration, or the UE proactively informs the NW of updates/changes to its supported models/functionalities.     Review the definition by email during TP review phase.  




Agreements on NW-side data collection

For CSI and beam management

1 For training of NW-side models, both gNB- and OAM-centric data collection are considered in the study.
2 For training of NW-side models, the gNB-centric data collection implies that the gNB configures the UE to initiate/terminate the data collection procedure.  To further study the details of the data collection configuration
3 For training of NW-side models, an OAM-centric data collection implies that the OAM provides the configuration (via the gNB) needed for the UE to initiate/terminate the data collection procedure. MDT framework can be considered.
4 Related to gNB-centric data collection for NW-side model training, RAN2 studies the potential impact on L3 signalling for the reporting of collected data, taking into account RAN1 further inputs/progress.
5 Related to OAM-centric data collection for NW-side model training, RAN2 studies the potential impact at on the MDT for connected mode, taking into account RAN1 further inputs/progress
	
Positioning

	For LMF sided inference (case 2b, case 3b), RAN2 assumes LPP protocol should be applied to the data collected by UE and terminated at LMF, while the NRPPa protocol should be applied to the data collected by gNB and terminated at LMF.
8	For LMF sided performance monitoring, RAN2 assumes LPP protocol should be applied to the data collected by UE and terminated at LMF, while the NRPPa protocol should be applied to the data collected by gNB and terminated at LMF.

General

6 Principles in proposal 4 and 9 (of R2-2311203) will be captured as one combined set of principles for NW-side data collection:
	logging is supported 
	periodic, event based reporting, on demand report 
	The UE memory, processing power, energy consumption, signaling overhead should be taken into account.
	Note: The above principles, can be revised depending on RAN1 progress/requirements

On the other hand, in RAN1 meeting #114bis, agreements and observations have been achieved on the following aspects [1] (agreements on LS to RAN2 are not included).
· The use of model ID in functionality-based LCM.
· Additional conditions, including
· definition of additional conditions, 
· confirmation that both NW and UE may need to provide/exchange additional conditions, and 
· options for the two sides to align with these additional conditions.
Agreements and observations reached in RAN1-meeting #114bis:
· Model-ID, if needed, can be used in a Functionality (defined in functionality-based LCM) for LCM operations.

· For an AI/ML-enabled feature/FG, additional conditions refer to any aspects that are assumed for the training of the model but are not a part of UE capability for the AI/ML-enabled feature/FG.
· It doesn’t imply that additional conditions are necessarily specified.

· Additional conditions can be divided into two categories: NW-side additional conditions and UE-side additional conditions. 
Note: whether specification impact is needed is separate discussion

· For inference for UE-side models, to ensure consistency between training and inference regarding NW-side additional conditions (if identified), the following options can be taken as potential approaches (when feasible and necessary): 
· Model identification to achieve alignment on the NW-side additional condition between NW-side and UE-side.
· Model training at NW and transfer to UE, where the model has been trained under the additional condition.
· Information and/or indication on NW-side additional conditions is provided to UE. 
· Consistency assisted by monitoring (by UE and/or NW, the performance of UE-side candidate models/functionalities to select a model/functionality)
· Other approaches are not precluded.
· Note: it does not deny the possibility that different approaches can achieve the same function.
In this contribution, we first review the remaining open issues of the SI phase, then propose to prioritize the study to a minimum set of essential functions that enable the introduction of AI/ML to physical layer use cases.

An Overall Picture of the AI/ML for Air Interface in 5G
Looking back at RAN1 meeting #114bis, we spent the entire meeting to agree on one item related to model/functionality ID and corresponding LCM, and 3 items related to additional conditions. This highlighted the difficulty of consensus making on this agenda item and triggered our thinking on how to move forward.
As a first attempt to introduce AI/ML for air interface design, 3 use cases (and corresponding 6 sub-use cases) are being studied with potential more variants. On one hand, supporting all the use cases will result in large scope and effort. Down-selection is needed to weigh in on their performance benefits, standards efforts, and maturity of the study. 
On the other hand, we are introducing AI/ML for only a very small number of use cases into the whole air interface. Even if all these use cases are supported (and a few other use cases added in later releases), they are still just very small and integrated parts in a much bigger system (which already makes use of non-standardized AI/ML). Using the use case of CSI compression as an example, the UE (and the gNB) needs to support all the traditional functions related to CSI-RS, CSI reporting, DCI triggering, codebook, etc. before supporting an AI/ML enabled CSI compression feature (if introduced) becomes possible. It is like replacing a few screws in a car. This will most likely be the case for 5G Advanced and AI/ML-enabled features are just a few isolated dots in a plane. 
With the above picture in mind, the overall framework of how things are done in 5G air interface should remain intact while adding only NECESSARY signaling (within existing signaling mechanism) and steps (within existing procedure) to facilitate AI/ML for selected use cases.
Observation 1: It is difficult for the group to focus and make progress with multiple use cases and sub-use cases. Down-selection is needed based on performance benefits, standards efforts, and maturity of the study of each (sub)use case.

Remaining Issues of Current Study
Over the entire phase of this SI, there have been many topics we decided to study later but we didn’t get time to eventually study them. We list them here for the group to review, and propose to address them before we move to the WI phase. Note that here we only focus on the procedures and mechanisms that enables the applications of AI/ML as we believe the spec impact aspect, even though not studied in the SI, can be left to the WI phase.

Table 1. Remaining issues of SI phase
	Meeting #
	Topic
	Items for Further Study
	Analysis

	110-bis-e
	Data Collection
	In RAN1 meeting #110-bis-e, studying data collection from two directions has been proposed and supported by many companies. To do this, the two sides of the communications need to inform the other side of its capabilities. For example, if the UE side is to collect data from the network side, it needs to indicate its storage capacity to the network side. However, this mechanism is currently missing.
	In practice, this will be an important issue for AI/ML approach to work. Therefore, it requires study within the SI phase.

	114
	LCM procedure
	In RAN1 meeting #113 and #114, decision making for LCM operations (e.g., selection, activation, deactivation, switching, and fallback) have been discussed. The debate was on whether UE can make final decision for UE-side operation (for UE sided models and two-sided models) but was not able to reach agreement.
	Although it may not be essential for moving forward, it is an important agreement we need to make for AI/ML model LCM operations.

	110-bis-e
	LCM procedure
	In RAN1 meeting 110bis-e, we agreed to study the following.
1) detailed discussion of model ID with associated information and/or model functionality.
2) usage of model ID with associated information and/or model functionality-based LCM procedure.
But we have not studied them.
	A long list of assistance information or meta information have been discussed but no agreement has been reached. It can be di

	110-bis-e
	LCM procedure
	In RAN1 meeting 110bis-e, model LCM operations (selection, activation, deactivation, switching, and fallback) for network-side models are listed as FFS. But we didn't come back to study the network-side operation.
	Although the procedure may be less controversial than the UE-side or two-sided models, we need to study and have a conclusion.

	112
	Model / Functionality Identification
	In RAN1 meeting #112, we agreed that "for AI/ML functionality identification reuse legacy 3GPP framework of Features as a starting point for discussion." 
We also agreed that there may be either one or more than one Functionalities defined within an AI/ML-enabled feature. In this case, how to call and run a specific functionality within a feature? Do we need to assign IDs to the functionalities within a feature?
However, we believe the discussion was not complete.
	It is important for us to understand how functionalities are identified. What we are missing now is the procedure to construct functionalities from UE reported AI/ML-enabled features/FGs. 

	113
	Model / Functionality Identification
	In RAN1 meeting #113, we agreed that a UE uses the UE capability report mechanism to indicate its supported AI/ML model IDs for a given AI/ML-enabled Feature/FG to the network. We listed "using a procedure other than UE capability report" as FFS.
	We should decide on whether to study other procedures within the SI.

	110-bis-e
	Model monitoring
	In RAN1 meeting 110bis-e, we agreed to study a set of metrics/methods for AI/ML model monitoring in lifecycle management per use case, including 
1) Monitoring based on data distribution (input-based and output-based); 
2) Monitoring based on applicable condition
However, we didn't study either of these two options.
	We have agreed on monitoring based on either inference accuracy or system performance. If these two methods are enough, we can remove the two mentioned here for performance monitoring. Otherwise, we need to study on how they work.

	110-bis-e
	Model monitoring
	In RAN1 meeting 110bis-e, we listed power consumption as one of the model monitoring KPIs as FFS. But we have not studied it.
	If power consumption is one of the KPIs for model performance, it will impact the decision-making of LCM operations. For example, if model inference at the UE side is draining the battery power quickly and the battery life of the UE is coming to the end, the UE may want to deactivate it or switch to a less power-hungry model. 

	100
	Model Training
	In RAN1 meeting #110, we agreed to study model training, among other important aspects for AI/ML. However, not much has been studied on model training throughout the SI, including the definition of training types. Although for CSI compression using two-sided model use case, three types of model training were defined. In the discussion of general aspect, there is no corresponding agreements.
	For two-sided models, one important issue is the compatibility among different vendors. For example, if the NW-side model and UE-side model are developed by two different vendors, how to ensure they work with each other? 
If any pair of models from all vendors need to be tested before application, the workload could be huge (scalability issue).
How to do training in a scalable way to enable multi-vendor operation is a topic requires further study.



Observation 2: No progresses have been made to address the remaining items listed in Table 1 in the last meetings (RAN1 #114bis and RAN2 #123bis).
Proposal 1: 3GPP to study and/or conclude on the topics listed in Table 1 before moving to the normative phase.

Proposed first step for AI/ML applications

In this SI we studied the following LCM components.  
· Data collection (including associated assistance information, if applicable).
· Model training
· Functionality/model identification
· Model transfer
· Model inference operation
· Model LCM: Functionality/model selection, activation, deactivation, switching, and fallback operation.
· Functionality/model monitoring
· Model update
· UE capability
It is our view that some of these components were not fully investigated; Table 1 above shows some of the remaining issues. Even with the additional one quarter of extended time, the group may not be able to clarify some of the essential issues by the end of the SI.
On the other hand, this is our first ever AI/ML application to the PHY layer. Based on experience in the past, the first application of a major new technology will always be difficult, having more unexpected hurdles than the continuation projects.  Not to mention that AI/ML application is fundamentally different from the “traditional” approaches we are familiar with. 
In addition, in this SI, we cover three different use cases with each one having two sub-use cases. Each of these sub-use cases adds complexity to the project because each will expand the standard to meet its specific requirements. For example, 
· some (sub) use cases require two-sided models while others can go with one-sided model.
· some (sub) use cases require collaboration between UE-side and NW during model training while others do not.
· for CSI compression sub use case, various training collaboration types were studied, and companies proposed various options for model ID pairing and various approaches for model monitoring like using proxy reconstruction model or not for UE-side monitoring, etc.
· for beam management use case, there are different ways for beam predictions, e.g., DL Tx beam prediction, DL Rx beam prediction (deprioritized), and DL Tx-Rx beam pair prediction. 
· for positioning accuracy enhancements use case, we have direct AI/ML positioning and AI/ML-assisted positioning sub use cases, with the latter having multiple sub-cases.
This list of sub cases and options can go very long. 
The combined effect from a long list of AI/ML components to be supported, our first attempt to apply AI/ML to the wireless network, and the very broad scope of use cases, sub use cases, different options within sub use cases could be overwhelming for us to develop the first important AI/ML feature for RAN. With this in mind, we think a better way for us to move forward would be to come up with a minimum set of essential components, limited number of (sub) use cases, and limited number of options within each (sub) use cases. 
After examining the components, we think the following LCM components are essential for supporting initial AI/ML applications in Release 19 and should be prioritized. As briefly explained in Section 2, more study is needed before normative work on two-sided model, thus, the list is populated under the assumption that only the one-sided model is ready for normative work.
· Data collection: offline-only
· Model training: offline-only, one-sided model only
· Model inference operation: one-sided model only
· Model LCM (model selection, activation, deactivation, switching, and fallback operation): decision by inference device (if decided by the UE, the result may need to be sent back to the NW).
· Functionality/model monitoring: limited to one-side only (at the model inference side)
· Model update: offline-only
· UE capability: use the existing reporting mechanism.
On the other hand, the following components are not definitely required and can be developed further down the road, after Release 19.
· Functionality identification: not necessary for now, use AI/ML enabled features/FGs as it is used in the current spec.
· Model identification: may not be necessary
· Note model ID through offline assignment may be needed but the model identification procedure is not needed.
· Model transfer: not necessary, offline deployment only
It is our view that the necessity of model identification should be studied, and conclusions should be drawn on whether and when model identification is necessary. For example, with offline model training and deployment, and for one-sided model, model identification can be transparent to standards. In another case, when UE has multiple models for an AI/ML-enable feature, what are the motivations and benefits to expose such implementation choices outside of the UE instead of relying on implementation?
Proposal 2: 3GPP to prioritize the following essential LCM components for PHY layer use cases in Release 19 and leave other components to a later phase.
· Data collection: offline-only
· Model training: offline-only, one-sided model only
· Model inference operation: one-sided model only
· Model LCM (model selection, activation, deactivation, switching, and fallback operation): one-sided model only
· Functionality/model monitoring: limited to one-side only (at the model inference side)
· Model update: offline-only
· UE capability: use the existing reporting mechanism.

[bookmark: _Hlk99709641]Conclusions
In this contribution, we reviewed remaining issues of this SI phase. Based on the discussions in the previous sections, our proposals are as follows.  
Observation 1: It is difficult for the group to focus and make progress with multiple use cases and sub-use cases. Down-selection is needed based on performance benefits, standards efforts, and maturity of the study of each (sub)use case.
Observation 2: No progresses have been made to address the remaining items listed in Table 1 in the last meeting ((RAN1 #114bis and RAN2 #123bis).
Proposal 1: 3GPP to study and/or conclude on the topics listed in Table 1 before moving to the normative phase.
Proposal 2: 3GPP to prioritize the following essential LCM components for RAN1 use cases in Release 19 and leave other components to a later phase.
· Data collection: offline-only
· Model training: offline-only, one-sided model only
· Model inference operation: one-sided model only
· Model LCM (model selection, activation, deactivation, switching, and fallback operation): one-sided model only.
· Functionality/model monitoring: limited to one-side only (at the model inference side)
· Model update: offline-only
· UE capability: use the existing reporting mechanism.
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