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1. Introduction
An email discussion was carried out after RAN2-123bis regarding AIML model transfer and the rapporteur has proposed baseline tables to capture the status/gaps and (RAN) specification impact for the different solutions [1]. In this contribution, we provide further input to the different aspects of model transfer/delivery.   

2. Discussions 
As can be seen in the baseline tables in [1], all solutions have shortcomings and there is no one solution that seems to be suitable/best for all use cases and scenarios. For example, solution 1a is attractive/suitable for scenarios where the LCM is terminated at the gNB, model size is not big and frequent model delivery/update is not needed, but it may not be suitable for cases where the model size is big or LCM is terminated at other nodes, or frequent model delivery/update is required that makes it important to have model transfer continuity during mobility. Similarly, the UP based solutions are attractive in that any model size can be transferred but may have greater specification/architecture impacts and involvement of WGs other than RAN2 is required. In OTT based solutions, it is not clear on how to enable LCM (at least some aspects) from the network.
Observation 1: All the solutions identified for model delivery/transfer have drawbacks.

Observation 2: There is no one solution that is suitable for all scenarios (e.g., AIML use case, model size, LCM termination node, frequency of model transfer/update, etc.)

Proposal 1: No attempt is made in rel-18 to down select among the identified solutions for AIML model transfer/delivery.

As captured in [1], OTT based solutions may require little or no specification work for the model transfer (e.g., model transferred transparently to 3GPP). However, some specification work may still be needed to enable LCM at RAN/CN. Also, there is an overlap between this and the discussion for data collection for UE side model training that we have discussed in [2]. For example, as discussed in [2], even if the OTT directly asks the UE to perform the data collection (e.g., transparently to the RAN via an application layer/client), communication between the UE and RAN may still be needed to provide the UE with the needed configuration to perform the data collection and transfer it when the collection is done. In the case of the model transfer from OTT, the UE may also need to inform the network that a model transfer/update has been performed, so that the network can take that into consideration in future LCM (e.g., control) decisions.  Such discussion is fully within the scope of RAN2 (at least for the case where the LCM is terminated at the gNB).

Observation 3: How to enable the gNB to perform LCM when model is transferred via OTT is within RAN2 scope. 

Proposal 2: RAN2 to study solutions for enabling LCM at the gNB when model transfer/delivery is performed via OTT/OAM.
3. Conclusion

In this contribution, the issue of AIML model delivery is discussed and the following observations and proposals are made:

Observation 1: All the solutions identified for model delivery/transfer have drawbacks.

Observation 2: There is no one solution that is suitable for all scenarios (e.g., AIML use case, model size, LCM termination node, frequency of model transfer/update, etc.)

Observation 3: How to enable the gNB to perform LCM when model is transferred via OTT is within RAN2 scope. 

Proposal 1: No attempt is made currently to down select among the identified solutions for AIML model transfer/delivery.

Proposal 2: RAN2 to study solutions for enabling LCM at the gNB when model transfer/delivery is performed via OTT/OAM.

3. References
[1] 
R2-2312035, “Summary of [POST123bis][016][AI/ML] Model transfer (Intel)”, RAN2#124, November 2023

[2] 
R2-2313087, “Data collection for UE side model training”, Interdigital Inc., RAN2#124, November 2023


1/4


