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1 Introduction
In the last meeting of RAN1, reply LS on data collection was agreed. There are some RAN2 impact. Besides, RAN2 has discussed the data collection in the last meeting. The achieved agreements as follows:
Agreements on NW-side data collection
For CSI and beam management
1 For training of NW-side models, both gNB- and OAM-centric data collection are considered in the study.
2 For training of NW-side models, the gNB-centric data collection implies that the gNB configures the UE to initiate/terminate the data collection procedure.  To further study the details of the data collection configuration
3 For training of NW-side models, an OAM-centric data collection implies that the OAM provides the configuration (via the gNB) needed for the UE to initiate/terminate the data collection procedure. MDT framework can be considered.
4 Related to gNB-centric data collection for NW-side model training, RAN2 studies the potential impact on L3 signalling for the reporting of collected data, taking into account RAN1 further inputs/progress.
5 Related to OAM-centric data collection for NW-side model training, RAN2 studies the potential impact at on the MDT for connected mode, taking into account RAN1 further inputs/progress
	
Positioning
	For LMF sided inference (case 2b, case 3b), RAN2 assumes LPP protocol should be applied to the data collected by UE and terminated at LMF, while the NRPPa protocol should be applied to the data collected by gNB and terminated at LMF.
8	For LMF sided performance monitoring, RAN2 assumes LPP protocol should be applied to the data collected by UE and terminated at LMF, while the NRPPa protocol should be applied to the data collected by gNB and terminated at LMF.
General
6 Principles in proposal 4 and 9 will be captured as one combined set of principles for NW-side data collection:
	logging is supported 
	periodic, event based reporting, on demand report 
	The UE memory, processing power, energy consumption, signalling overhead should be taken into account.
Note: The above principles, can be revised depending on RAN1 progress/requirements

As we can see, the UE-sided data collection was not discussed.
[bookmark: _GoBack]Thus, we plan to discuss the following aspects in this paper:
· Reply LS from RAN1 for data collection
· On evaluation metrics
· On UE-sided data collection
· On existing data collection mechanisms
2 Discussion
2.1 Discussion on the reply LS
2.1.1 Discussion on the reply LS part A
In the RAN1 reply LS [1], it mentions:
Regarding Assumption 3 of Part A,
	Assumption 3:
RAN2 assumes that the analysis/selection of the data collection frameworks should focus on the RRC_CONNECTED state (for both data generation and reporting). Analysis and potential enhancement of the non-connected state can be revisited when needed.


RAN1 confirms RAN2’s Assumption 3 for CSI compression, CSI prediction, beam prediction and Positioning use cases.
For positioning, it is noted that existing specification supports DL PRS measurement and UE positioning in both RRC_CONNECTED and RRC_INACTIVE state.
RAN1 has confirmed that the data collection requirements are for RRC_CONNECTED state. Thus, we should follow the assumption, i.e., focus on the data collection frameworks of RRC_CONNECTED state.
Proposal 1: For CSI and BM, the data collection requirements are for RRC_Connected UEs, so RRC_Connected state should be focused.

[bookmark: _Hlk146381643]For RRC_inactive state, so far only positioning may have the requirements. However, RAN1 just indicated the legacy definitions, but they did not indicate whether there are new requirements for AIML based mechanisms. Secondly, the model of positioning trained by the data collected in RRC_CONNECTED state may fit the RRC_INACTIVCE scenario well, because the environments at the same position should be very similar for UEs at different RRC states. Whether the UE in RRC_CONNECTED state would not affect the model inference.
Thus, for RRC states other than RRC_Connected state, we think it still needs more RAN1 progress.
Proposal 2: For Positioning, RRC_Connected state is considered.
Proposal 3: For RRC_Inactive state for positioning, RAN2 to wait for more RAN1 progress on data collection requirements for AIML based mechanisms (per LCM component).

2.1.2 Discussion on the reply LS part B
In RAN1 LS reply on data collection, the data content, typical data size and typical latency requirement for all use cases have been analysed. In this section, we will analyse the impact on RAN2 for all use cases.
2.1.2.1 CSI compression
For the data collection requirements for CSI compression, the RAN1 feedbacks are listed in the following table:
	LCM purpose
	Data content
	Typical data size (per data sample)
	Typical latency requirement
	Notes

	Training
	Target CSI 
	See Notes 1, 2
	Relaxed
	This row applies to Type 1, Type 2, and the first or second stage of described procedure of Type 3 separate training.

	
	CSI Feedback
	See Note 3
	Relaxed
	This is for dataset delivery for the second stage of described procedure of Type 3 separate training (either from Network side to UE side, or from UE side to Network side) and forward propagation information for Type 2 training.
See Note 7

	
	Gradients for CSI Feedback
	No agreement
	Relaxed
	This is for backward propagation for Type 2 training
See Note 7

	Inference
	CSI Feedback
	See Note 3
	Time-critical
	Can use L1 report similar to legacy CSI

	Monitoring
	Reconstructed CSI from NW to UE
See Note 6
	No agreement; [expected to be similar to target CSI for monitoring]
	Near-real-time
	This is called “UE-sided monitoring” in RAN1.

	
	Calculated performance metrics
See Note 6
	See Note 4
	Near-real-time
	This is called “UE-sided monitoring” in RAN1.

	
	Target CSI
See Note 6
	 See Notes 1, 2
	Near-real-time
	This is called “NW-sided monitoring” in RAN1.



For the data collection requirements for CSI prediction, the RAN1 feedbacks are listed in the following table:
	LCM purpose
	Data content
	Typical data size (per data sample)
	Typical latency requirement
	Notes

	Training
	Target CSI in observation and prediction window
	See Notes 1, 2
	Relaxed
	

	Inference
	Predicted CSI feedback (AI/ML output)
	See Note 3
	Time-critical
	Can use L1 report similar to legacy CSI

	Monitoring
	ground truth (i.e., target CSI) corresponding to predicted CSI 
See Note 6
	See Notes 1, 2
	Near-real-time
	

	
	Calculated performance metrics / Performance monitoring output
See Note 6
	See Note 5
	Near-real-time
	



For training, the data content is the CSI or gradients, there is no RAN2 impact. The typical data size is descripted in note1, 2 and 3 as follows:
Note 1: Target CSI may be precoding matrix or channel matrix. RAN1’s reply for data size is based on precoding Matrix which has been more widely evaluated than channel matrix.
Note 2: Data size for target CSI depends on the format. There is no agreement on the format or necessary precision of the target CSI. Some examples based on companies’ evaluations are: eType-II format (up to ~1000 bits), eType-II-like format (~ a few 1000 bits), and float32 format (up to ~ 150K bits). The data size may also vary depending on the configuration, and the captured value indicates the order of magnitude of the typical data size per sample as a guideline. 
Note 3: There is no agreement on the CSI feedback size. Values in the order of eType II payload size may be assumed (up to ~ 1000 bits) for RAN2 discussion.
As we can see, the maximum data size is up to 150K bits. This is greater than the maximum single RRC signalling size. Thus, RAN2 needs to consider the RRC segmentation for the data collection if the data is transfer by control plane.
The typical latency requirements are relaxed, there is also no RAN2 impact.
For inference, RAN1 confirm that they can use L1 report similar to legacy CSI, so we think RAN2 do not need to duplicate the discussion on solutions from RAN2 point of view. In general, we can rely on RAN1 solution on inference.
For monitoring, similar to the model training, RAN2 needs to consider the RRC segmentation for monitoring. 
Thus, for the training and monitoring, RAN2 should study the L3 data collection mechanism and the RRC segmentation should be considered.
Observation 1: For offline training for CSI compression and CSI prediction, the training data for a data sample may be very large, e.g. up to 150Kbits.
Observation 2: For CSI compression and prediction:
· For training and monitoring, RAN2 can study the L3 data collection mechanism and the RRC segmentation.
· For inference, RAN1 view is that this can use L1 report similar to legacy CSI. There is no need to discuss L3 signalling reporting.

2.1.2.2 Beam management (including both UE-sided and network-sided models)
For the data collection requirements for beam management, the RAN1 feedbacks are listed in the following table:
	LCM purpose
	UE-side/NW-side models
	Data content
	Typical data size (per data sample)
	Typical latency requirement
	Notes

	Training
	UE-side, NW-side
	L1-RSRPs and/or beam-IDs

	See Note 1 for L1-RSRPs
	Relaxed
	

	Inference
	UE-side
	Beam prediction results

	Small (10s of bits)
	Time-critical
	RAN1 has agreed to consider L1 signalling for this reporting

	
	NW-side
	L1-RSRPs, and Beam-IDs if needed, for Set B
	See Note 1 for L1-RSRPs
	Time-critical
	

	Monitoring
	UE-side
	Event occurrence and/or calculated performance metrics (from UE to NW)
See Note 4
	Small (10s of bits)
	Near-real-time
	

	
	UE-side
	L1-RSRP(s) and/or beam-ID(s)
See Note 4
	Up to 10 bits, or up to 100 bits, or up to hundreds of bits.
See Note 1 for L1-RSRPs
	Near-real-time
	

	
	NW-side 
	L1-RSRP(s) and/or beam-ID(s)

See Note 4
	Up to 10 bits, or up to 100 bits, or up to hundreds of bits.
See Note 1 for L1-RSRPs
	Near-real-time
	



We summarize the table as follows:
For training and monitoring, the data content is the L1-RSRP or beam-ID(s), there is no RAN2 impact. And the typical data size is up to 500 bits, there is also no RAN2 impact. 
For inference, RAN1 confirm that they can use L1 signalling for this reporting, so we think RAN2 do not need to duplicate the discussion on solutions from RAN2 point of view. In general, we can rely on RAN1 solution on inference.
Observation 3: For beam management:
· For training and monitoring, RAN2 can study the L3 data collection mechanism.
· For inference, RAN1 view is that this can use L1 signalling. There is no need to discuss L3 signalling reporting.

2.1.2.3 Positioning (including UE-sided/gNB-sided/LMF-sided models)
For positioning related use cases, RAN1 agreements are listed as below (for information):

Positioning accuracy enhancement
•	Direct AI/ML positioning
	Note: this refers to the fact that the AI/ML model is directly producing the UE location as output
•	Assisted AI/ML positioning
	Note: this refers to the fact that the AI/ML model is producing an existing or new measurement report that is used to estimate the UE location using legacy positioning methods (e.g., triangulation).
•	For the above 2 points (i.e., direct/assisted AI/ML positioning), RAN1 have captured the following (sub)cases:
-	Case 1: UE-based positioning with UE-sided model, direct AI/ML or AI/ML assisted positioning
-	Case 2a: UE-assisted/LMF-based positioning with UE-sided model, AI/ML assisted positioning
-	Case 2b: UE-assisted/LMF-based positioning with LMF-sided model, direct AI/ML positioning
-	Case 3a: NG-RAN node assisted positioning with gNB-sided model, AI/ML assisted positioning
-	Case 3b: NG-RAN node assisted positioning with LMF-sided model, direct AI/ML positioning

For the data collection requirements for positioning, the RAN1 feedbacks are listed in the following table:
	LCM purpose
	Case
	Data content
	Typical data size (per data sample)
	Typical latency requirement
	Notes

	Training
	All Cases


	Measurements (corresponding to model input): timing, power, and/or phase info
See Note 2
	Size depends on number of PRS/SRS resources, measurement type (timing, power, and/or phase info) and report format:
~100 bits to 1000s bits per PRS/SRS resource
See Note 3
	Relaxed
	

	
	Direct AI/ML positioning
	Label: Location coordinates as model output
	56 to 144 bits 
See Note 3
	Relaxed
	

	
	
AI/ML assisted positioning
	Label: Intermediate positioning measurement (timing info, LOS/NLOS indicator) as model output
See Note 2
	10s bits to 100s bits per PRS/SRS resource
See Note 3
	Relaxed
	

	Inference
	1
	Location coordinates as model output
	56 to 144 bits
See Note 3
	See Note 5
	

	
	2a, 3a
	Intermediate positioning measurement (timing info, LOS/NLOS indicator) as model output
See Note 2
	10s bits to 100s bits per PRS/SRS resource
See Note 3
	See Note 5
	

	
	2b, 3b
	Measurements (corresponding to model input):
Timing, power, and/or phase info 
See Note 2
	Size depends on number of PRS/SRS resources, measurement type (timing, power, and/or phase info) and report format:
~100 bits to 1000s bits per PRS/SRS resource
See Note 3
	See Note 5
	

	Monitoring
	All Cases
	See Note 8
	See Note 8
	Near-real-time
	See Note 6 and 7


Note 1: The necessity and feasibility of difference cases (Case1 to Case3b) needs further discussion/conclusion.
Note 2: For measurements as model input, no agreement on measurement types (i.e., time, power, and/or phase) in RAN1 for all cases (i.e., Case1 to Case3b). Measurement types (including their necessity) and sizes/dimension needs to be further discussed. Candidate measurement types discussed/evaluated for model input include CIR (contains timing, power and phase information), PDP (contains timing and power information), DP (contains timing information). For labels (i.e., model output) of AI/ML assisted positioning (Case2a, Case3a), RAN1 identified an initial listing of candidates that provide performance benefits (i.e., timing info, LOS/NLOS indicator). RSRP/RSRPP is for further discussion.
Note 3: The measurement size of one data sample = (measurement data size of one PRS/SRS resource)*(number of PRS/SRS resources needed for model input). The label size of one data sample = (label data size of one PRS/SRS resource)*(number of PRS/SRS resources needed for model output). The quantization and bit representation of time, power, and phase information (including their necessity) still need to be further discussed.  Existing specification allows reporting of up to 64 PRS/SRS resources per frequency layer for one positioning fix. For evaluations, most companies considered up to 18 TRPs. It should be noted that AI/ML positioning is not restricted to work only with maximum of 18 TRPs.

For training, the direct AI/ML positioning has no RAN2 impact, and others are no agreements as note 2.
Note 2: For measurements as model input, no agreement on measurement types (i.e., time, power, and/or phase) in RAN1 for all cases (i.e., Case1 to Case3b). Measurement types (including their necessity) and sizes/dimension needs to be further discussed. Candidate measurement types discussed/evaluated for model input include CIR (contains timing, power and phase information), PDP (contains timing and power information), DP (contains timing information). For labels (i.e., model output) of AI/ML assisted positioning (Case2a, Case3a), RAN1 identified an initial listing of candidates that provide performance benefits (i.e., timing info, LOS/NLOS indicator). RSRP/RSRPP is for further discussion.
For inference, there is no agreement on RAN1 as notes 2 and 5:
Note 5: There are no agreements on the reporting latency. 
For monitoring, RAN1 needs to further discussion as note 8:
Note 8: RAN1 has studied several types of related statistics where potential request/report of Monitoring related statistics and its necessity are for further discussion. 
For inference, RAN1 has no agreements on the reporting latency, and it may be hard for RAN2 to discuss it for now. For example, if later RAN1 prefers to have real-time requirement for the reporting, they may prefer L1 signalling then. If that happens, there should be no RAN2 impacts.
Observation 4: For offline training for Positioning, the training data for a data sample may be very large, e.g. for training and inference, it can be ~100 bits to 1000s bits per PRS/SRS resource (~ 6400 bits to 64kbits in total).
Observation 5: For positioning, based on RAN1’s feedbacks, there may be data collection requirements between UE and LMF, and between gNB and LMF. RAN1 needs further discussions on training, inference and monitoring on some aspects.

2.1.2.4 Summary
According to the analysis above, for CSI predication, CSI compression and beam management, RAN1 has not identified time-critical requirements for training and monitoring, so L3 data collection mechanisms can be used for possible enhancements. For inference, RAN1 agreed to use L1 signalling (similar to legacy).
For Positioning, RAN1 has provided lots of information, but still some parts need further discussions in RAN1. At RAN2#123bis meeting, RAN2 made the following agreements. Even if they are only for LCM components for LMF-sided models, they can be also considered for other cases.
Positioning
	For LMF sided inference (case 2b, case 3b), RAN2 assumes LPP protocol should be applied to the data collected by UE and terminated at LMF, while the NRPPa protocol should be applied to the data collected by gNB and terminated at LMF.
8	For LMF sided performance monitoring, RAN2 assumes LPP protocol should be applied to the data collected by UE and terminated at LMF, while the NRPPa protocol should be applied to the data collected by gNB and terminated at LMF.

Proposal 4: For CSI predication, CSI compression and beam management, RAN2 can study the L3 data collection mechanism for monitoring and training.
Proposal 5: For the positioning, RAN2 needs more RAN1 progress before concluding on the required enhancements. RAN2 can assume that LPP/NRPPa could be applied to the data collection requirements.

2.2 Discussion on evaluation metrics
At RAN2#123bis meeting, RAN2 agreed on the following principles:
1 Principles in proposal 4 and 9 will be captured as one combined set of principles for NW-side data collection:
	logging is supported 
	periodic, event based reporting, on demand report 
	The UE memory, processing power, energy consumption, signalling overhead should be taken into account.

We think the last bullet is just a guidance for RAN2/RAN1 to evaluate data collection solutions. Companies can bring contributions based on them if needed. We do not see a need to capture this bullet in the TR 38.843.
Proposal 6: The UE memory, processing power, energy consumption, signalling overhead should not be captured in TR 38.843.

2.3 Discussion on UE-side data collection
In the last meeting, RAN2 mainly discussed NW-side data collection and made some progress. However, the UE-side data collection was not discussed. In this section, we analyse the potential RAN2 specification impacts for UE-side data collection. 

2.3.1 Training
In function mapping discussion, UE-sided OTT server has been captured as possible entity for offline training and model transfer/delivery for some use cases. For model transfer/delivery, RAN2 discussed solution 4a and this solution is 3GPP transparent. Similarly, for data collection between UE and UE-sided OTT server, we think there should be 3GPP transparent, and thus can be left to implementation.
Proposal 7: For offline training, the data collection between UE and UE-sided OTT server is 3GPP transparent and can be left to implementation (the same as Solution 4a model transfer/delivery from UE-sided OTT server to UE).

2.3.2 Inference
Based on our analysis in section 2, we have not identified any RAN2 specification impacts due to inference.

2.3.3 Monitoring
2.3.3.1 CSI compression and prediction
For the performance monitoring of CSI compression and prediction, it has been concluded in TR 38.843 [5] as follows:
For CSI compression use case:
· For model training, training data can be generated by UE/gNB 
· For NW-part of two-sided model inference, input data can be generated by UE and terminated at gNB.
· For UE-part of two-sided model inference, input data is internally available at UE.
· For performance monitoring at the NW side, calculated performance metrics (if needed) or data needed for performance metric calculation (if needed) can be generated by UE and terminated at gNB
For CSI prediction use cases:
· For model training, training data can be generated by UE.
· For UE-side model inference, input data is internally available at UE.
· For performance monitoring at the NW side, calculated performance metrics (if needed) or data needed for performance metric calculation (if needed) can be generated by UE and terminated at gNB.
As the yellow part described above, the performance monitoring should perform at the NW side and the performance metric or the data can be generated by UE. Furthermore, RAN1 has listed all the performance monitoring methods as follows:
· Type 1: 
· UE calculate the performance metric(s) 
· UE reports performance monitoring output that facilitates functionality fallback decision at the network
· Performance monitoring output details can be further defined 
· NW may configure threshold criterion to facilitate UE side performance monitoring (if needed). 
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting). 
· Type 2: 
· UE reports predicted CSI and/or the corresponding ground truth  
· NW calculates the performance metrics. 
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting).
· Type 3: 
· UE calculate the performance metric(s) 
· UE report performance metric(s) to the NW
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting). 
As we can see, RAN1 has concluded the performance monitoring for CSI compression and prediction.
Observation 6: RAN1 has identified some options for the performance monitoring for CSI compression and prediction in TR 38.843.

2.3.3.2 Beam management
For the performance monitoring of beam management, it has been concluded in TR 38.843 [5] as follows:
For beam management use cases:
· For model training, training data can be generated by UE/gNB.
· For NW-side model inference, input data can be generated by UE and terminated at gNB.
· For UE-side model inference, input data is internally available at UE.
· For performance model monitoring at the NW side, calculated performance metrics (if needed) or data needed for performance metric calculation (if needed) can be generated by UE and terminated at gNB.
As the yellow part described above, the performance monitoring should perform at the NW side and the performance metric or the data can be generated by UE.
The performance monitoring methods for beam management is not described in TR 38.843. We think it can reuse the monitoring mechanism for CSI prediction. 
Observation 7: RAN1 has identified some options for the performance monitoring for beam management in TR 38.843.

2.3.3.3 Positioning
For the performance monitoring of positioning, it has been concluded in TR 38.843 [5] as follows:
For positioning enhancement use case:
· For model training, training data can be generated by UE/PRU/gNB/LMF.
· For LMF-side model inference (Case 2b, Case 3b), input data can be generated by UE/gNB and terminated at LMF.
· For gNB-side model inference (Case 3a), input data is internally available at gNB.
· For UE-side model inference (Case 1, Case 2a), input data is internally available at UE.
· For performance monitoring at the LMF side, calculated performance metrics (if needed) or data needed for performance metric calculation (if needed) can be generated by UE/gNB and terminated at LMF.
· For performance monitoring at the gNB side, calculated performance metrics (if needed) or data needed for performance metric calculation (if needed) can be generated by at least gNB.
As the yellow part described above, the performance monitoring should perform at the LMF or gNB side and the performance metric or the data can be generated by UE/gNB. 
Observation 8: RAN1 has identified some options for the performance monitoring for positioning in TR 38.843.

As we can see, RAN1 has analysed the model performance monitoring for all use case and given the detail procedure for performance monitoring. From RAN1 perspective, the performance monitoring should be performed at gNB/LMF/NW and UE-sided monitoring is not considered. Thus, we think the performance monitoring captured in TR 38.843 can be used for RAN2 impacts analysis.
Proposal 8: The performance monitoring captured in TR 38.843 can be used for RAN2 impacts analysis.

2.4 Discussion on existing data collection mechanisms
The latest table for data collection mechanisms is listed as below.
	
	Involved Network entity
	RRC state to generate data
	Max payload size per reporting*
	Contents to be collected
	End-to-End report latency**
	Report type
	Security and Privacy

	Logged MDT
	TCE/OAM
(It can be utilized by gNB)
	RRC_IDLE/RRRC_INACTIVE
	<9kbyte
	L3 cell/beam measurements, location info, sensor info,
timing info
	1) Procedure latency***:
· Latency to enter CONNECTED state
· Latency to receive gNB request signaling (~20ms)
2) Air interface signaling latency****: 
· ~20ms (RRC)
3) Other latency:
· Forwarding latency between gNB and TCE
	Upon gNB request after entering RRC_CONNECTED
	AS security via RRC message,
Privacy via user consent 

	Immediate MDT
	TCE/OAM
(It can be utilized by gNB)
	RRC_CONNECTED
	<9kbyte
	L3 cell/beam measurements, location info, sensor info
	1) Procedure latency:
· Report interval: 
· l20ms~30min for periodic report
· TTT for event triggered report
2) Air interface signaling latency:
· ~20ms (RRC)
3) Other latency:
· Forwarding latency between gNB and TCE   
	Event triggered report,
Periodic reporting
	AS security via RRC message,
Privacy via user consent

	L3 measurements
	gNB
	RRC_CONNECTED
	<9kbyte
	L3 cell/beam measurements
	1) Procedure latency:
· Report interval: 
· l20ms~30min for periodic report
· TTT for event triggered report
2) Air interface signaling latency:
· 20ms (RRC)
	Event triggered report,
Periodic reporting
	AS security via RRC message.


	L1 measurement (CSI reporting)
	gNB
	RRC_CONNECTED
	<1706bit in PUCCH, 
<3840bit in PUSCH
	L1 CSI measurement
	1) Procedure latency:
· Report interval: 
· 4-320 slot for periodic report and semi-persistent report 
· 0-32 slot after reception of DCI for aperiodic report 
2) Air interface signaling latency:
· 1 TTI (PUCCH) 
	Aperiodic report,
Semi-persistent report,
Periodic report
	No AS security


	UAI
	gNB
	RRC_CONNECTED
	<9kbyte
	Assistance information to show UE preference
	1) Procedure latency:
· Upon generation of UE's preference
2) Air interface signaling latency:
· ~20ms (RRC)
	Up to UE implementation when to report
	AS security via RRC message


	Early measurements
	gNB
	RRC_IDLE/RRC_INACTIVE
	<9kbyte
	L3 cell/beam measurements
	1) Procedure latency:
· Latency to enter CONNECTED state
· Latency to receive gNB request signaling (~20ms)
2) Air interface signaling latency: 
· ~20ms (RRC)
	Upon gNB request after entering RRC_CONNECTED
	AS security via RRC message


	LPP
	LMF
	RRC_CONNECTED
	<9kbyte
	Location info
	1) Procedure latency:
· Latency to get upper layer trigger (for UE triggered)
· Or latency to receive NW request message (~20ms)
2) Air interface signaling latency: 
· ~20ms (RRC)
3) Other latency:
· Forwarding latency between gNB and LMF
	UE-triggered,
NW-triggered
	AS security via RRC message




For CSI and BM related use cases, we think immediate MDT is a possible candidate solution, and there are the following reasons:
(1) Immediate MDT can be used to transmit L3 cell/beam measurements from the UE to the NW. If RAN1 has identified L3 cell/beam measurements requirements, RAN2 may discuss possible solutions
(2) It can provide privacy protection via user consent

In addition, L1 measurement is a possible candidate solution, and it is up to RAN1 for the decision.
For positioning use cases, RAN2 can discuss whether to use LPP or use immediate MDT for data collection purpose. In our understanding, if the data collection requirement is between UE and gNB, immediate MDT mechanism can be considered; and if the data collection requirement is between UE and LMF, LPP mechanism can be considered.

In general, for data collection discussions in RAN2, we think existing frameworks can be considered for possible solutions.
Proposal 9: Existing data collection mechanisms (as identified by the previous RAN2 meeting) should be used to support potential data collection requirements.

3 Conclusion
In this paper, we discuss data collection aspects, by considering the latest RAN1 progress on the reply LS and the email discussion [Post123][059]. We have the following observations and proposals:
On RAN2 analysis on RAN1 reply LS on part A
Proposal 1: For CSI and BM, the data collection requirements are for RRC_Connected UEs, so RRC_Connected state should be focused.
Proposal 2: For Positioning, RRC_Connected state is considered.
Proposal 3: For RRC_Inactive state for positioning, RAN2 to wait for more RAN1 progress on data collection requirements for AIML based mechanisms (per LCM component).

On RAN2 analysis on RAN1 reply LS on part B
Observation 1: For offline training for CSI compression and CSI prediction, the training data for a data sample may be very large, e.g. up to 150Kbits.
Observation 2: For CSI compression and prediction:
· For training and monitoring, RAN2 can study the L3 data collection mechanism and the RRC segmentation.
· For inference, RAN1 view is that this can use L1 report similar to legacy CSI. There is no need to discuss L3 signalling reporting.
Observation 3: For beam management:
· For training and monitoring, RAN2 can study the L3 data collection mechanism.
· For inference, RAN1 view is that this can use L1 signalling. There is no need to discuss L3 signalling reporting.
Observation 4: For offline training for Positioning, the training data for a data sample may be very large, e.g. for training and inference, it can be ~100 bits to 1000s bits per PRS/SRS resource (~ 6400 bits to 64kbits in total).
Observation 5: For positioning, based on RAN1’s feedbacks, there may be data collection requirements between UE and LMF, and between gNB and LMF. RAN1 needs further discussions on training, inference and monitoring on some aspects.

Proposal 4: For CSI predication, CSI compression and beam management, RAN2 can study the L3 data collection mechanism for monitoring and training.
Proposal 5: For the positioning, RAN2 needs more RAN1 progress before concluding on the required enhancements. RAN2 can assume that LPP/NRPPa could be applied to the data collection requirements.

On evaluation metrics
Proposal 6: The UE memory, processing power, energy consumption, signalling overhead should not be captured in TR 38.843.

On UE-side data collection
Observation 6: RAN1 has identified some options for the performance monitoring for CSI compression and prediction in TR 38.843.
Observation 7: RAN1 has identified some options for the performance monitoring for beam management in TR 38.843.
Observation 8: RAN1 has identified some options for the performance monitoring for positioning in TR 38.843.

Proposal 7: For offline training, the data collection between UE and UE-sided OTT server is 3GPP transparent and can be left to implementation (the same as Solution 4a model transfer/delivery from UE-sided OTT server to UE).
Proposal 8: The performance monitoring captured in TR 38.843 can be used for RAN2 impacts analysis.

On existing data collection frameworks
Proposal 9: Existing data collection mechanisms (as identified by the previous RAN2 meeting) should be used to support potential data collection requirements.

For proposal 1, 2, 7 and 9, we have prepared Text Proposals in section 5.
4 References
[1] R2-2306906, LS out on Data Collection Requirements and Assumptions, Source: RAN2, To: RAN1
[2] R1-2308730, Reply LS on Data Collection Requirements and Assumptions (Part A)
[3] R1-2310681, Reply LS on Data Collection Requirements and Assumptions (Part B)
[4] [bookmark: specTitle]38.843 “Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR air interface”

5 Text Proposals
This TP is based on “R2-23XXXXX - R2 Input to TR 38.843 _v0 Ericsson (Rapp).docx”, which can be found in the folder below:
https://www.3gpp.org/ftp/Email_Discussions/RAN2/%5BRAN2%23123bis%5D/%5BPOST123bis%5D%5B017%5D%5BAIML%5D%20TP%20update%20(Ericsson)

7.3.1.2	Data collection
Editor’s note (RAN2): There seem to be a need for further discussion in RAN2 to update, complete, and conclude on the content of this clause.
Data collection plays a crucial role in enabling the different use cases. Hence, the importance of defining the best approaches for collecting data to support UE-side and network-side model inference, monitoring, and training.
Table 7.3.1.2-1 lists existing data collection mechanisms available in current RAN specifications for the UE to report measurements to the gNB. As highlighted in Section 4.2, the analysis/selection of the data collection frameworks should focus on the RRC CONNECTED state for both data generation and reporting. Nonetheless, properties of the different methods listed in the Table can prove to be useful towards the analysis, irrespective of the RRC state for which these are designed or intended. Existing data collection mechanisms (listed in Table 7.3.1.2-1) should be used to support potential data collection requirements.
Table 7.3.1.2-1. Existing data collection methods identified.
	Involved Network entity
	RRC state to generate data
	Max payload size per reporting*
	Contents to be collected
	1) End-to-End report latency**
	Report type
	Security and Privacy

	Method:  Logged MDT

	TCE/OAM
(It can be utilized by gNB)
	IDLE / INACTIVE
	<9kbyte
	- L3 cell/beam measurements

- location information

- sensor information

- timing information
	1) Procedure latency***:
· Latency to enter CONNECTED state
· Latency to receive gNB request signaling (~20ms)
2) Air interface signaling latency****: 
· ~20ms (RRC)
3) Other latency:
· Forwarding latency between gNB and TCE
	Upon gNB request after entering RRC_CONNECTED
	AS security via RRC message

Privacy via user consent 

	Method: Immediate MDT

	TCE/OAM
(It can be utilized by gNB)
	CONNECTED
	<9kbyte
	- L3 cell/beam measurements

- location information

- sensor information
	1) Procedure latency:
· Report interval: 
· 120ms~30min for periodic report
· TTT for event triggered report
2) Air interface signaling latency:
· ~20ms (RRC)
3) Other latency:
· Forwarding latency between gNB and TCE   
	- Event triggered

- Periodic reportng 
	AS security via RRC message

Privacy via user consent

	Method:  L3 measurements

	gNB
	CONNECTED
	<9kbyte
	L3 cell/beam measurements
	1) Procedure latency:
· Report interval: 
· l20ms~30min for periodic report
· TTT for event triggered report
2) Air interface signaling latency:
· 20ms (RRC)
	- Event triggered report

- Periodic reporting
	AS security via RRC message


	Method:  L1 measurement (CSI reporting)

	gNB
	CONNECTED
	<1706bit in PUCCH

<3840bit in PUSCH
	L1 CSI measurement
	1) Procedure latency:
· Report interval: 
· 4-320 slot for periodic and semi-persistent report 
· 0-32 slot after reception of DCI for aperiodic report 
2) Air interface signaling latency:
· 1 TTI (PUCCH) 
	- Aperiodic report

- Semi-persistent report

- Periodic report
	No AS security


	Method:  UE Assistance Information (UAI)

	gNB
	CONNECTED
	<9kbyte
	Assistance information to show UE preference
	1) Procedure latency:
· Upon generation of UE's preference
2) Air interface signaling latency:
· ~20ms (RRC)
	Up to UE implementation when to report
	AS security via RRC message


	Method: Early measurements

	gNB
	IDLE / INACTIVE
	<9kbyte
	L3 cell/beam measurements
	1) Procedure latency:
· Latency to enter CONNECTED state
· Latency to receive gNB request signaling (~20ms)
2) Air interface signaling latency: 
· ~20ms (RRC)
	Upon gNB request after entering RRC_CONNECTED
	AS security via RRC message


	Method: LPP

	LMF
	CONNECTED
	<9kbyte
	Location information
	1) Procedure latency:
· Latency to get upper layer trigger (for UE triggered)
· Or latency to receive NW request message (~20ms)
2) Air interface signaling latency: 
· ~20ms (RRC)
3) Other latency:
· Forwarding latency between gNB and LMF
	- UE-triggered

- NW-triggered
	AS security via RRC message



* The payload size doesn't consider signalling overhead.
** The End-to-End report latency is the latency from availability of the measurement report at the UE side to the availability of the measurement report at the terminated network entity. The time to generate data or perform measurements depends on RAN1/RAN4 specification.
*** Procedure latency is the latency caused by procedures, including procedure to ready for reporting (e.g., entering CONNECTED state, report interval).
****Air interface signalling latency is the latency to transmit one report, e.g., RRC signalling latency or PUCCH signalling latency.

<Next change>

[bookmark: _Toc135002590][bookmark: _Toc137744882]7.3.2	CSI feedback enhancement
The following set of objectives have been identified for the two-sided CSI compression use case. Firstly, to ensure that the UE-part and gNB-part of the models are configured and applied according to their applicable scenarios and configuration. Secondly, to ensure that models match properly, ensuring that the CSI encoder used at the UE corresponds to the CSI decoder employed at the gNB. Thirdly, to allow for seamless operation, requiring the simultaneous (de)activation and switching of the two-sided model. 
Regarding the last point above, for the two-sided model CSI compression use cases, the selection, (de)activation, switching, and fallback of models or functionalities can be initiated by either the UE or the gNB. For which it is important to distinguish the various cases and understand their applicability to UE-sided versus network-sided models.
For data collection, model transfer/delivery, and function-to-entity mapping analysis, various scenarios unfold when the data generation and termination entities are at different entities. For instance, for:
· Model Training:

· Training data can be generated by either the UE or the gNB, depending on specific requirements, while the termination point for training data includes the gNB, OAM, Over-The-Top (OTT) server or UE. The data collection between UE and UE-side OTT server is 3GPP transparent and can be left to implementation (the same as Solution 4a model transfer/delivery from UE-side OTT server to UE). 

· Inference:

· For network-sided model inference, the UE can generate the necessary input data while the termination point for this input data lies within the gNB, where the inference process is performed.

· For UE-sided model inference, the gNB can generate input data or assistance information while the termination point for this data lies within the UE, where the inference process is performed.

· Monitoring:

· The UE monitors the performance of its UE-sided model. 

· For monitoring at the network side of UE-sided model, the UE can generate performance metrics while the termination point for these metrics is the gNB. 
Data collection requirements for CSI feedback enhancement are only for RRC_Connected UEs.
[bookmark: _Toc135002591][bookmark: _Toc137744883]7.3.3	Beam management 
For beam management the selection, (de)activation, switching, and fallback of models or functionalities can also be initiated by either the UE or the gNB. For which it is important to distinguish the various cases and understand their applicability to UE-sided versus network-sided models.
For data collection, model transfer/delivery, and function-to-entity mapping analysis, various scenarios unfold when the data generation and termination entities are at different entities. For instance, for:
· Model Training:

· For UE-sided models, training data can be generated by the UE, while the termination point for training data includes the UE or a UE-side OTT server. The data collection between UE and UE-side OTT server is 3GPP transparent and can be left to implementation (the same as Solution 4a model transfer/delivery from UE-side OTT server to UE).

· For Network-sided models, training data can be generated by the gNB, while the termination point for training data includes the gNB, or OAM.

· Inference:

· For network-sided model inference, the UE can generate the necessary input data while the termination point for this input data lies within the gNB, where the inference process is performed.

· For UE-sided model inference, the gNB can generate input data or assistance information while the termination point for this data lies within the UE, where the inference process is performed.

· Monitoring:

· The UE monitors the performance of its UE-sided model.

· For monitoring at the network side of UE-sided model, the UE can generate performance metrics while the termination point for these metrics is the gNB.
Data collection requirements for Beam management are only for RRC_Connected UEs.
[bookmark: _Toc135002592][bookmark: _Toc137744884]7.3.4	Positioning accuracy enhancements
For the positioning use cases, the selection, (de)activation, switching, and fallback of models or functionalities can be initiated by either the UE, the gNB, or the LMF. For which it is important to distinguish the various cases and understand their applicability to UE-sided versus network-sided models.
For data collection, model transfer/delivery, and function-to-entity mapping analysis, various scenarios unfold when the data generation and termination entities are at different entities. For instance, for:
· Model Training:

· For UE-sided models, training data can be generated by the UE, while the termination point for training data includes the UE or a UE-side OTT server. The data collection between UE and UE-side OTT server is 3GPP transparent and can be left to implementation (the same as Solution 4a model transfer/delivery from UE-side OTT server to UE).

· For gNB-sided model, training data can be generated by the gNB, while the termination point for training data includes the gNB, or OAM.

· Inference:

· For gNB-sided model inference, the UE can generate the necessary input data while the termination point for this input data lies within the gNB where the inference process is performed.

· For LMF-sided model inference, the UE or gNB can generate the necessary input data while the termination point for this input data lies within the LMF where the inference process is performed.

· For UE-sided model inference, the gNB or LMF can generate input data or assistance information while the termination point for this data lies within the UE, where the inference process is performed.

· Monitoring:

· For monitoring of UE-sided model, the UE can generate performance metrics while the termination point for these metrics is the LMF.

· The gNB can generate performance metrics while the termination points for these metrics is the LMF.
Data collection requirements for Positioning accuracy enhancements are only for RRC_Connected UEs.
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