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RAN2#123 bis has agreed the timer-based PDU set discarding for congestion alleviation as follows [1]. There are still some details which need further discussion, like the receiving window stall issue, and possible misalignment between network and UE, the initial state of the congestion mechanism after configuration of the additional discard timer as well as a design of MAC CE for additional discard timer activation/deactivation.

1. We will use a discard timer mechanism for the low importance PDU set. We will allow a value of zero for the timer. The running discard timers are not changed.
2. It is up to UE implementation to determine which PSI levels will apply the discard mechanism 
3. the gNB signals an activation/deactivation indication (e.g. when congestion situation is detection) 
4. activation/deactivation is signaled using an ON/OFF mechanism on a per UE basis. Introduce new MAC CE.
In this document will give our analysis and opinions about these problems.
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Initial state of activation
RAN2#123 has agreed the timer-based PDU set discarding for congestion alleviation, in which the network preconfigures two PDCP discard timers per DRB via RRC, and indicates the lower PDU sets to apply the shorter PDCP discard timer in case of congestion via MAC CE as Figure 1 shows.
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Figure 1: Illustration of agreed PDU set discarding solution
However, the network may be already congested when the XR service starts, which means the network needs to send out the MAC CE immediately after sending out the RRC reconfiguration message. According to the following table quoted from Table 12.1-1 from TS 38.331 [2], it will take UE at least 16ms to process the received RRC reconfiguration message. So as Figure 2 shows, even if the subsequent MAC CE reaches UE almost at the same time as the RRC reconfiguration message, the PDU set discarding mechanism can only take effect at least 46 ms later in our example. In fact it is not a new problem, the same problem also existed in the PDCP duplication, so RAN2 agreed to use the RRC reconfiguration message to indicate the initial state of duplication to resolve this problem.
The UE performance requirements for RRC procedures are specified in the following tables. The performance requirement is expressed as the time in [ms] from the end of reception of the network -> UE message on the UE physical layer up to when the UE shall be ready for the reception of uplink grant for the UE -> network response message with no access delay other than the TTI-alignment (e.g. excluding delays caused by scheduling, the random access procedure or physical layer synchronisation). In case the RRC procedure triggers BWP switching, the RRC procedure delay is the value defined in the following table plus the BWP switching delay defined in TS 38.133 [14], clause 8.6.3.
Table 12.1-1: UE performance requirements for RRC procedures for UEs
Procedure title:
Network -> UE
UE -> Network
Value [ms]
Notes
RRC Connection Control Procedures
RRC reconfiguration
RRCReconfiguration
RRCReconfigurationComplete
10

……
RRC reconfiguration 
DLDedicatedMessageSegment
RRCReconfigurationComplete
16+( Nseg
-1)*10
Nseg
is number of RRC segments
RRC setup
RRCSetup
RRCSetupComplete
10

……
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Figure 2: Example of delayed PDU set discarding
Moreover, the HARQ feedback of the activation/deactivation MAC CE may be mis-detected, UE replied NACK but the network think it is ACK. Once the misdetection happens, the status of network and user will be unaligned, and this kind of un-alignment is difficult to be detected. Network may indicated deactivation already, while the UE is still discarding PDU sets due to missing the deactivation MAC CE, which will reduce the user experience greatly.
Considering the above 2 problems, it is proposed to use RRC message to indicate the initial status of PDCP discard timer similar as we did for PDCP duplication:
Proposal 1: Network indicates the initial state of lower importance PDCP discard timer activation in RRC reconfiguration message.
Discard timer continuation for discarded PDCP SDU
Besides the PDU discard discussed above, PDCP status report with ACK will also trigger the transmitter to discard the SDU, see the following text quoted from clause 5.3 of TS 38.323. 
When the discardTimer expires for a PDCP SDU, or the successful delivery of a PDCP SDU is confirmed by PDCP status report, the transmitting PDCP entity shall discard the PDCP SDU along with the corresponding PDCP Data PDU. If the corresponding PDCP Data PDU has already been submitted to lower layers, the discard is indicated to lower layers.
Normally, if the PDCP SDU is discarded, its corresponding timer will also be stopped/removed. However as the Figure 3 shows, if the 1st PDCP SDU is confirmed with ACK by the PDCP status report, and the transmission side discards the 1st PDCP SDU and stops its corresponding timer according to the current specification, then we can only reply on the 2nd PDCP SDU’s discard timer to control the lifecycle of the whole PDU set (i.e., discard the whole PDU set when the 2nd PDCP SDU’s discard timer expires), the PDU set will in fact live longer than its PSDB. And the remaining time reporting also needs to rely on the 2nd PDCP SDU’s discard timer, which is also problematic. Hence, we propose RAN2 to clarify that the discard timer of the 1st PDCP SDU should not be stopped earlier even if the 1st PDCP SDU is confirmed with ACK by the PDCP status report.
[image: ]
Figure 3: Problem caused by the early stopped timer
Proposal 2: The corresponding PDCP discard timer of the 1st PDCP SDU of a PDU set should not be stopped earlier even if the successful delivery is confirmed by PDCP status report.
MAC CE design for additional timer activation
It was agreed in the previous meeting that we will introduce a MAC CE for activating and deactivating the additional discard timer on a per UE basis. MAC CE is indeed well-suited for timer activation/deactivation as it is faster and can be generated at the gNB-DU which is the entity which is able to detect the congestion. However, having this MAC CE per UE is not a good design. It should be noted that RAN2 has previously concluded that congestion can be estimated by the gNB on per QoS flow basis, as indicated in [3]:
	RAN2 would like to thank SA2 for the LS on XR and Media Services. RAN2 discussed the questions asked by SA2 and achieved the following conclusions: 
1. It is feasible for RAN to estimate the congestion information per-QoS flow and per-DRB in downlink and uplink directions. 
1. It is feasible for RAN to estimate the congestion information per-QoS flow and per-DRB in uplink without UE impacts.


Therefore, it actually makes sense for the gNB to be able to apply congestion mitigation mechanism to those DRBs which actually cause the congestion. To make it possible, the MAC CE should indicate for which DRBs the low-importance discard timer should be activated.
Proposal 3: MAC CE for low-importance discard timer activation should include the bitmap (e.g. one octet) indicating which DRBs should activate/deactivate the low-importance discard timer.
PDCP window stall issue
As the receiver is unaware about the PDU set discarding at the transmission side, the receiver will  continuously wait for those PDUs that have already been discarded, and all received subsequent PDUs cannot be processed if the outOfOrderDelivery is not configured. In order to resolve the receiving window stall issue, it is proposed to let the transmitter notify the receiver about the discarded PDUs or recommend receiving window parameters for the receiving window update.
Proposal 4: RAN2 specifies a new PDCP control PDU carrying the maximal discarded PDCP SN or the recommended window parameters (e.g., RX_DELIV, RX_REORD) from transmitter to receiver to resolve the receiving window stall issue.
Conclusion
In this contribution, we have discussed some details of PDU set discarding for XR traffic and made the following proposals:
Proposal 1: Network indicates the initial state of lower importance PDCP discard timer activation in RRC reconfiguration message.
Proposal 2: The corresponding PDCP discard timer of the 1st PDCP SDU of a PDU set should not be stopped earlier even if the successful delivery is confirmed by PDCP status report.
Proposal 3: MAC CE for low-importance discard timer activation should include the bitmap (e.g. one octet) indicating which DRBs should activate/deactivate the low-importance discard timer.
Proposal 4: RAN2 specifies a new PDCP control PDU carrying the maximal discarded PDCP SN or the recommended window parameters (e.g., RX_DELIV, RX_REORD) from transmitter to receiver to resolve the receiving window stall issue.
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