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Introduction
In the last RAN2 meeting (#123bis), contributions for multiple topics have been discussed, including
· Architecture and General
· Covering UE capability, applicability conditions/dynamic capabilities, as well as the mapping of functions to physical entities.
· Data Collection
· Covering the general aspects of data collection, as well as data collection for positioning and UE-side model training.
· Control and LCM other
· Covering model transfer/delivery, as well as other aspects of LCM.
The group reached the following agreements during this meeting.
	      Agreements 

1. The legacy UE capability framework serves as the baseline to report UE’s supported AI/ML-enabled Feature/FG:
· For CSI and beam management use cases, it is indicated in UE AS capability in RRC (i.e., UECapabilityEnquiry / UECapabilityInformation). 
· For positioning use case, it is indicated in positioning capability in LPP.
2. RAN2 confirm that stage 3 details of AI/ML-enabled Feature/FG (e.g., granularity of Feature/FG) in legacy UE capability are postponed to discuss in the normative phase.
3. For additional condition reporting, the existing capability reporting framework cannot be used.  To report these conditions (if needed), UAI can be used as an example.  This can be defined and discussed in normative phase.    FSS signaling of additional conditions from network to UE.
4. Capture in the TR the reactive and proactive approaches, i.e., the UE reacts to NW’s configuration, or the UE proactively informs the NW of updates/changes to its supported models/functionalities.     Review the definition by email during TP review phase.  




Agreements on NW-side data collection

For CSI and beam management

1 For training of NW-side models, both gNB- and OAM-centric data collection are considered in the study.
2 For training of NW-side models, the gNB-centric data collection implies that the gNB configures the UE to initiate/terminate the data collection procedure.  To further study the details of the data collection configuration
3 For training of NW-side models, an OAM-centric data collection implies that the OAM provides the configuration (via the gNB) needed for the UE to initiate/terminate the data collection procedure. MDT framework can be considered.
4 Related to gNB-centric data collection for NW-side model training, RAN2 studies the potential impact on L3 signalling for the reporting of collected data, taking into account RAN1 further inputs/progress.
5 Related to OAM-centric data collection for NW-side model training, RAN2 studies the potential impact at on the MDT for connected mode, taking into account RAN1 further inputs/progress
	
Positioning

	For LMF sided inference (case 2b, case 3b), RAN2 assumes LPP protocol should be applied to the data collected by UE and terminated at LMF, while the NRPPa protocol should be applied to the data collected by gNB and terminated at LMF.
8	For LMF sided performance monitoring, RAN2 assumes LPP protocol should be applied to the data collected by UE and terminated at LMF, while the NRPPa protocol should be applied to the data collected by gNB and terminated at LMF.

General

6 Principles in proposal 4 and 9 (of R2-2311203) will be captured as one combined set of principles for NW-side data collection:
	logging is supported 
	periodic, event based reporting, on demand report 
	The UE memory, processing power, energy consumption, signaling overhead should be taken into account.
	Note: The above principles, can be revised depending on RAN1 progress/requirements

On the other hand, in RAN1 meeting #114bis, agreements and observations have been achieved on the following aspects [1] (agreements on LS to RAN2 are not included).
· The use of model ID in functionality-based LCM.
· Additional conditions, including
· definition of additional conditions, 
· confirmation that both NW and UE may need to provide/exchange additional conditions, and 
· options for the two sides to align with these additional conditions.
Agreements and observations reached in RAN1-meeting #114bis:
· Model-ID, if needed, can be used in a Functionality (defined in functionality-based LCM) for LCM operations.

· For an AI/ML-enabled feature/FG, additional conditions refer to any aspects that are assumed for the training of the model but are not a part of UE capability for the AI/ML-enabled feature/FG.
· It doesn’t imply that additional conditions are necessarily specified.

· Additional conditions can be divided into two categories: NW-side additional conditions and UE-side additional conditions. 
Note: whether specification impact is needed is separate discussion

· For inference for UE-side models, to ensure consistency between training and inference regarding NW-side additional conditions (if identified), the following options can be taken as potential approaches (when feasible and necessary): 
· Model identification to achieve alignment on the NW-side additional condition between NW-side and UE-side.
· Model training at NW and transfer to UE, where the model has been trained under the additional condition.
· Information and/or indication on NW-side additional conditions is provided to UE. 
· Consistency assisted by monitoring (by UE and/or NW, the performance of UE-side candidate models/functionalities to select a model/functionality)
· Other approaches are not precluded.
· Note: it does not deny the possibility that different approaches can achieve the same function.
[bookmark: _Ref129681832][bookmark: _Hlk110330641]In this contribution, we review and propose solutions to selected remaining issues of the SI phase, in particularly, on model/functionality identifications and their related LCMs.

Discussions

Model Identification Types
In RAN1 meeting #113, the following model identification types for UE-side or UE-part of two-sided models have been agreed after intense discussions.
For model identification of UE-side or UE-part of two-sided models, categorize model identification types as follows, and further study relevant aspects, necessity, and specification impact (if any).
· Type A: Model is identified to NW (if applicable) and UE (if applicable) without over-the-air signaling
· The model may be assigned with a model ID during the model identification, which may be referred/used in over-the-air signaling after model identification. 
· FFS: Spec impact to other WGs
· Type B: Model is identified via over-the-air signaling, 
· Type B1: 
· Model identification initiated by the UE, and NW assists the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
· Type B2: 
· Model identification initiated by the NW, and UE responds (if applicable) for the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
· Note: The support and applicability of each model identification Type is a separate discussion. This study does not imply that model identification is necessary.

Because it was not clear to most companies how Type B1 and Type B2 work, the topic was continued to be discussed in RAN1 meeting #114 and #114bis, but no further agreements have been made.
In RAN1 meeting #114bis, the topic has been discussed for three rounds through email discussions and during online meeting times. The last FL proposal on this topic reads as below (not agreed by the companies yet).
For model identification of UE-side or UE-part of two-sided models, the following sub-types have been identified for each of the model identification types. Further study relevant aspects, necessity, and specification impact (if any).
· Type A
· Used to identify a model developed offline, potentially via multi-vendor collaboration.
· Type B1
· B1-1: Used to identify a model developed offline, potentially via multi-vendor collaboration (Same as Type A)
· [bookmark: _Hlk147959253]B1-2: Used to identify a model using specified list of parameters and candidate values.
· B1-3: Used to identify an updated UE-side/part model (e.g., via online training or finetuning inside UE) of a previously identified model via Type A or B1-1
· B1-4: Used to identify a model using NW-indicated time duration and regions (e.g., cells/PCIs/TRPs/tracking areas).
· Type B2
· B2-1: Used along with model transfer from NW to UE
· B2-2: Used for NW to indicate data collection at UE. In this case, model ID is a logical ID (i.e., dataset ID) determined by NW and associated with the underlying conditions and additional conditions for the indicated data collection.

First, as pointed out by multiple companies, we don’t think the group needs to spend time for this level of discussions, at the very last meeting of the SI. In fact, many of the statements are not clear, at least to our understandings. For example,
· In B1-1, online model identification is used to identify a model developed offline. We don’t know how this is different from Type A (offline) model identification.
· In B1-2, we don’t think the list of parameters and candidate values are clear and understood unambiguously among companies.
· In B1-4, it seems to claim that a model can be identified by NW-indicated time duration and regions (e.g., cells/PCIs/TRPs/tracking areas), which has not been agreed upon.
· In B2-2, model identification is messed with indication of data collection/dataset ID. Although we have agreed that a model may be associated with additional conditions (e.g., scenarios, sites, and datasets) as determined/identified between UE-side and NW-side, we have never agreed that models can be identified by dataset IDs.
Second, as we pointed out in the email discussions, we really think for R19 we should focus on Type A (offline) model identification as the online approaches add huge complexity to the standard. Considering this will be our first release of AI/ML-based features/functionality and Type A can handle majority of the use cases with less spec impacts, we propose to only keep Type A for R19. For Type B1 and B2, we can spend limited amount of time to make the definitions of them clearer.
Proposal 1: 3GPP to focus on Type A of model identification (i.e., offline model identification) for R19. 
Proposal 2: 3GPP to conclude that for the discussion of Type B1 and Type B2, there is no need to break each one into next level of subtypes.
Proposal 3: In both Type B1 and Type B2 model identification cases, NW has the control to assign model IDs, if necessary, to the UE-side or UE-part of two-sided models, no matter which side initiates the model identification.

Indication of UE-supported models with different model identification types
In RAN1 meeting #113, we agreed on the following about UE indicating its supported AI/ML model IDs for a given AI/ML-enabled Feature/FG to the network.
· Once models are identified, UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report as starting point.
· FFS: applicability to model identification, Type A, type B1 and type B2 
· FFS: Using a procedure other than UE capability report
· Note: model identification using capability report is not precluded for type B1 and type B2
In this agreement, the applicability of the approach (i.e., using UE capability report) to different model identification types was listed as FFS. 
In RAN1 meeting #114, a further agreement has been reached regarding model identification Type A as below.
· Once models are identified via Type A, UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report as starting point.
· FFS: Using a procedure other than UE capability report
· Note: The support and applicability of model identification Type A is a separate discussion.
To clear this FFS, it is our understanding that, once a model is identified (which implies it has been assigned a model ID), it does not matter how it got identified. Therefore, given that the group has agreed that UE capability report can be used for Type A to indicate supported AI/ML model IDs, the same approach should be applied to all three types of model identifications, including Type B1 and Type B2.

Proposal 4: Once a model is identified, if necessary, via Type A, Type B1 or Type B2, UE capability report can be used for indicating the supported AI/ML model IDs at UE.

The relationship between functionality-based and model-based LCMs 
Regarding the relationship between functionality-based and model-based LCMs, two related topics have been discussed over multiple meetings.
The first was on whether there should be one unified procedure for both functionality-based and model-based LCMs. For this topic, we have the following agreement from meeting #113.
For functionality/model-ID based LCM,
· Once functionalities/models are identified, the same or similar procedures may be used for their activation, deactivation, switching, fallback, and monitoring.
After meeting #113, we made no further progress on this topic, even though the topic was brought up and discussed in every meeting since then.
The second topic was on whether functionality-based LCM should be the common baseline of the two LCMs. This one was also on the hot-topic list for multiple meetings. In meeting #114bis, we finally agreed on something that is related to it, as shown below.
· Model-ID, if needed, can be used in a Functionality (defined in functionality-based LCM) for LCM operations.
This agreement implicitly says the functionality-based LCM is the baseline/foundation and the use of model-ID can be an add-on to that, when necessary. In fact, in the first two rounds of email discussions, the FL proposal was intended to agree that functionality-based LCM is the common baseline of the two LCMs because it relies on legacy-like Features. But the wording about “common baseline” was dropped at the last minute. Based on our observations, there was good amount of support for the “functionality-based LCM is the common baseline of the two LCMs” statement.
We believe the fact that functionality-based LCM is based on existing procedures of Features/FGs and signaling is a big advantage over model-based LCM. This means it would be (much) easier to do. In addition, let’s don’t forget that one-sided models only need functionality-based LCM to operate. It is, therefore, reasonable to start with functionality-based LCM and add model-ID based LCM when it is really needed. 
Proposal 5: At least for one-sided models, functionality-based LCM based on existing procedure(s) and signaling is considered the baseline for supporting NECESSARY aspects of both functionality-based and model-ID-based LCMs. Further study the necessity and applicable (sub) use cases for model-ID based LCM. 

 Assistance Information/conditions
In real systems, applicability of a functionality at UE may change over time. Reasons may include site-, scenario- and/or dataset-specific models underlying a functionality. Additionally, UE’s memory usage, battery status, or any other hardware limitations and temporary unavailability of a model (e.g., time to download a model upon transparent model switching) may also affect the applicability of a functionality. 
Likewise, applicability of a model at UE may also change over time due to UE’s memory usage, battery status, or any other hardware limitations in addition to temporary unavailability of a model (e.g., time to download a model upon transparent model switching).
In RAN1 meeting #112-bis-e, it was agreed to
· Study necessity, mechanisms, after functionality identification, for UE to report updates on applicable functionality(es) among [configured/identified] functionality(es), where the applicable functionalities may be a subset of all [configured/identified] functionalities.
· Study necessity, mechanisms, after model identification, for UE to report updates on applicable UE part/UE-side model(s), where the applicable models may be a subset of all identified models.
These changes in applicable functionalities and models can be attributed to assistance or additional conditions. In the RAN1 meeting #112-bis-e agreement, additional conditions are FFS.
· FFS: Whether/how to address additional conditions (e.g., scenarios, sites, and datasets) to aid UE-side transparent model operations (without model identification) at the Functionality level
· FFS: Which aspects should be considered as additional conditions, and how to include them into model description information during model identification will be discussed in each sub-use-case agenda.
In RAN1 meeting #113, we further agreed to the following about UE’s internal conditions.
Study how to handle the impact of UE’s internal conditions such as memory, battery, and other hardware limitations on functionality/model operations and AI/ML-enabled Feature.
Note: it does not preclude any existing solutions.
Additional conditions can be defined as the information provided by NW to UE such as scenario/dataset ID, pairing information for two-sided model operation, site/cell ID. Furthermore, UE’s internal conditions such as memory, battery, other hardware limitations, temporarily unavailability of a model due to the need of model download can also be considered as additional conditions.
In RAN1 meeting #113, this topic has been discussed intensely for several rounds. Although the group eventually agree to study the way to handle the impact of UE’s internal conditions such as memory, battery, and other hardware limitations on functionality/model operations and AI/ML-enabled Feature, the group was not able to agree on the additional conditions such as scenarios, sites, and datasets.
In RAN1 meeting #114bis, largest portion of online and offline discussion time was spent on the topic. The group reached the following three agreements.
· For an AI/ML-enabled feature/FG, additional conditions refer to any aspects that are assumed for the training of the model but are not a part of UE capability for the AI/ML-enabled feature/FG.
· It doesn’t imply that additional conditions are necessarily specified.

· Additional conditions can be divided into two categories: NW-side additional conditions and UE-side additional conditions. 
Note: whether specification impact is needed is separate discussion

· For inference for UE-side models, to ensure consistency between training and inference regarding NW-side additional conditions (if identified), the following options can be taken as potential approaches (when feasible and necessary): 
· Model identification to achieve alignment on the NW-side additional condition between NW-side and UE-side.
· Model training at NW and transfer to UE, where the model has been trained under the additional condition.
· Information and/or indication on NW-side additional conditions is provided to UE. 
· Consistency assisted by monitoring (by UE and/or NW, the performance of UE-side candidate models/functionalities to select a model/functionality)
· Other approaches are not precluded.
· Note: it does not deny the possibility that different approaches can achieve the same function.
These agreements provided a definition to the additional conditions, confirmed that both NW and UE may need to provide/exchange additional conditions, and lastly, provided options for the two sides to align with these additional conditions.
In general, we agree the applicability of a model, although may be known at the initial model identification, may still be affected by environmental conditions such as scenarios, sites, and datasets which may change overtime. Therefore, no matter how a model is identified (functionality or model ID based), besides the already agreed-upon internal conditions (e.g., memory, battery, and other hardware limitations), the environmental conditions such as scenarios, sites, and datasets should be studied at a case-by-case manner because different use cases or models used will have different requirements for them. In addition, how UEs will use this information is not clear at this stage.
Proposal 6:  Additional conditions (e.g., scenarios, sites, and datasets from the NW side, as well as computing power, memory, battery, and other hardware limitations from the UE) needed for determining the applicability of a model’s functionality should be justified by use cases and models used. How to signal these additional conditions from one side to the other also requires further study.

[bookmark: _Hlk99709641]Conclusions
In this contribution, we continued to present our views on model/functionality identifications and life cycle managements. We also reviewed remaining issues of this SI phase. Based on the discussions in the previous sections, our proposals are as follows.  
Proposal 1: 3GPP to focus on Type A of model identification (i.e., offline model identification) for R19. 
Proposal 2: 3GPP to conclude that for the discussion of Type B1 and Type B2, there is no need to break each one into next level of subtypes.
Proposal 3: In both Type B1 and Type B2 model identification cases, NW has the control to assign model IDs, if necessary, to the UE-side or UE-part of two-sided models, no matter which side initiates the model identification.
Proposal 4: Once a model is identified, if necessary, via Type A, Type B1 or Type B2, UE capability report can be used for indicating the supported AI/ML model IDs at UE.
Proposal 5: At least for one-sided models, functionality-based LCM based on existing procedure(s) and signaling is considered the baseline for supporting NECESSARY aspects of both functionality-based and model-ID-based LCMs. Further study the necessity and applicable (sub) use cases for model-ID based LCM. 
Proposal 6:  Additional conditions (e.g., scenarios, sites, and datasets from the NW side, as well as computing power, memory, battery, and other hardware limitations from the UE) needed for determining the applicability of a model’s functionality should be justified by use cases and models used. How to signal these additional conditions from one side to the other also requires further study.
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