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1	Introduction
[bookmark: _Ref178064866]The scope of this document is given by the following email thread:
	[POST123bis][017][AI/ML] TP update (Ericsson)
Scope: Review updated TP capturing all agreements up to RAN2#123bis.  
	Intended outcome:  Endorsed TP
	Deadline:  Long email 



The TP for the TR submitted to this meeting have been updated and revised according to companies inputs to [POST123bis][017][AI/ML].
The intention of the present document is then to highlight some discussion points that need (special) attention. 
2	Discussion 
2.1	Model identification (+ meta information) and functionality identification
In clause “7.3.1.1 Model Identification and meta information”, the Rapporteur observes several comments pointing towards RAN1’s study on model identification. On this, one can see that RAN2’s agreements (and what has been added in the TR’s TP) is arguably already covered by what RAN1 have captured in the TR. 
On the other hand, and related to functionality identification, RAN2 have not really made any explicit agreements on this matter. However, RAN1 have developed the topic. 
For functionality identification, RAN1 captured the following in clause 4.2 of the TR:
	For UE-side models and UE-part of two-sided models:
-	For AI/ML functionality identification
-	Legacy 3GPP framework of feature is taken as a starting point.
-	UE indicates supported functionalities/functionality for a given sub-use-case.
-	UE capability reporting is taken as starting point.
[…]
In functionality-based LCM, network indicates activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signalling (e.g., RRC, MAC-CE, DCI). Models may not be identified at the Network, and UE may perform model-level LCM. Whether and how much awareness/interaction NW should have about model-level LCM requires further study. For functionality identification, there may be either one or more than one Functionalities defined within an AI/ML-enabled feature, whereby AI/ML-enabled Feature refers to a Feature where AI/ML may be used. Note: UE may have one AI/ML model for the functionality, or UE may have multiple AI/ML models for the functionality.
For AI/ML functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models, functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability. Correspondingly, functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG. 




While for model identification, RAN1 captured the following in clause 4.2 of the TR:
	The LCM procedure is studied for the case that an AI/ML model has a model ID with associated information and for the case that a given functionality is provided by some AI/ML operations.
[…]
-	For AI/ML model identification 
-	Models are identified by model ID at the Network. UE indicates supported AI/ML models.
[…]
In model-ID-based LCM, models are identified at the Network, and Network/UE may activate/deactivate/select/switch individual AI/ML models via model ID. 
For AI/ML model identification and model-ID-based LCM of UE-side models and/or UE-part of two-sided models, model-ID-based LCM operates based on identified models, where a model may be associated with specific configurations/conditions associated with UE capability of an AI/ML-enabled Feature/FG and additional conditions (e.g., scenarios, sites, and datasets) as determined/identified between UE-side and NW-side.
From RAN1 perspective, an AI/ML model identified by a model ID may be logical, and how it maps to physical AI/ML model(s) may be up to implementation. When distinction is necessary for discussion purposes, companies may use the term a logical AI/ML model to refer to a model that is identified and assigned a model ID, and physical AI/ML model(s) to refer to an actual implementation of such a model.
[…]
For AI/ML model identification of UE-side or UE-part of two-sided models, model identification is categorized in the following types:
· Type A: Model is identified to NW (if applicable) and UE (if applicable) without over-the-air signalling
· The model may be assigned with a model ID during the model identification, which may be referred/used in over-the-air signalling after model identification. 
· 
· Type B: Model is identified via over-the-air signalling,
· Type B1: 
· Model identification initiated by the UE, and NW assists the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· Type B2: 
· Model identification initiated by the NW, and UE responds (if applicable) for the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· Note: This study does not imply that model identification is necessary.
Once models are identified, UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report as starting point. Note: model identification using capability report is not precluded for type B1 and type B2.
Model ID [in RAN1 discussion] may or may not be globally unique, and different types of model IDs may be created for a single model for various LCM purposes. Note: Details can be studied in the WI phase
For functionality/model-ID based LCM, once functionalities/models are identified, the same or similar procedures may be used for their activation, deactivation, switching, fallback, and monitoring. 
How to handle the impact of UE’s internal conditions such as memory, battery, and other hardware limitations on functionality/model operations and AI/ML-enabled Feature is to be studied. 



[bookmark: _Toc149897509]For model identification, (it seems that) RAN1’s study covers RAN2 agreement.
[bookmark: _Toc149897510]For functionality identification, RAN1 have already captured details in the TR. While, RAN2 have not made any explicit agreement on that matter. 
From the TR excerpts shared above, the Rapporteur believes that:
1. It would, arguably, be possible to remove RAN2’s clause on model identification and meta information, 
2. RAN2 can avoid adding a clause on functionality identification (as requested by one company), since this is already covered by RAN1’s text.
This needs to be discussed within our WG. 
[bookmark: _Toc149897513]For model identification and meta information, discuss whether to remove the RAN2-related clause. 
[bookmark: _Toc149897514]If we decide to keep RAN2’s clause on model identification (and considering RAN1’s parts on functionality identification), discuss whether we really need an additional RAN2-centric clause for functionality identification.
2.2	Model transfer/delivery
RAN2 needs to discuss and eventually update the identified solutions considering the outcome of [POST123bis][016][AI/ML] Model transfer (Intel) and any other proposal brought forward by companies in their Tdocs. 
During the TR discussion, we observe that some of the originally identified solutions do not map to the agreed model transfer/delivery scenarios. Companies are invited to have a look at the updated table with relations between model transfer/delivery solutions and use cases (Table 7.3.1.3-1 in the TR).
[bookmark: _Toc149897511]For model transfer/delivery, companies are invited to revisit the updated table with relations between solutions and use cases (Table 7.3.1.3-1 in the TR).
Now, the table below shows the entities involved in transferring models for each use cases as per the already agreed function-to-entity mapping discussion (the table is a collection of Proposals 1 to 6 in R2-2308286 agreed during RAN2#123). 
	Use case
	Involved entities when transferring models

	CSI feedback enhancement
	For training Type 1:
· gNB->UE, or
· OAM->gNB&UE, or
· OTT server->gNB&UE, or
· UE->gNB
For training Type 3:
· For UE part of two-sided model:
· OTT server->UE
· For NW part of two-sided model:
· OAM->gNB

	Beam management / UE-side model
	UE-side OTT server->UE

	Beam management / NW-side model
	OAM->gNB

	Positioning accuracy enhancement /
UE-side model (case 1 and 2a)
	UE-side OTT server->UE

	Positioning accuracy enhancement /
LMF-side model (case 2b and 3b)
	N/A

	Positioning accuracy enhancement /
gNB-side model (case 3a)
	OAM->gNB



Additionally, we notice that the list of identified solutions in RAN2 only addresses model transfer from “an entity x” to the UE. While for the function-to-entity mapping discussion RAN2 also agreed to cases on which a model is transferred from “an entity x” to the gNB. Therefore, RAN2 needs to discuss whether to include these scenarios to the solutions for completeness/readability purposes.
Look that if we consider the above (i.e., model is transferred from “an entity x” to the UE/gNB), as of now, only 4/8 solutions map to the agreed model transfer/delivery scenarios. 
	· Solution 1a: gNB can transfer/deliver AI/ML model(s) to UE via RRC signalling.
· Solution 2a: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via NAS signalling.
· Solution 3a: LMF can transfer/deliver AI/ML model(s) to UE via LPP signalling.
· Solution 1b: gNB can transfer/deliver AI/ML model(s) to UE via UP data.
· Solution 2b: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via UP data.
· Solution 3b: LMF can transfer/deliver AI/ML model(s) to UE via UP data.
· Solution 4a: OTT server can transfer/delivery AI/ML model(s) to UE (e.g. transparent to 3GPP).
Rapporteur’s Note: OTT server→gNB has been agreed for the CSI.
· Solution 4b: OAM server can transfer/delivery AI/ML model(s) to UE.
Rapporteur’s Note: OAM→gNB has been agreed for the CSI, BM, and positioning use cases.



Hence, the following proposals.
[bookmark: _Toc149897515]For model transfer/delivery, remove those (originally identified) solutions that are not linked to any of the agreed scenario in the function-to-entity mapping discussion. 
[bookmark: _Toc149897516]For model transfer/delivery, discuss whether to add “gNB” to the concerning solutions (e.g., Solution 4a: OTT server can transfer/deliver AI/ML model(s) to UE/gNB, Solution 4b: OAM server can transfer/delivery AI/ML model(s) to UE/gNB).
2.3	Additional Reporting (additional conditions?)
When talking about a model’s/functionality’s applicability-related information (see clause 7.3.1.5 in the TR), requests have been made to solely refer to these as “additional conditions”. 
Indeed, the Rapporteur has been reluctant to refer to “additional conditions” everywhere in the concerning RAN2-centric clause. Let us explain why… 
To start, the Rapporteur acknowledges that “additional conditions” have been used in RAN2 agreements. However, please note that we have never agreed to the terminology (while RAN1 have not been consistent either).
The issue is with the term “conditions”. Basically, at this point, RAN2 do not know how to characterize these conditions. And arguably, this is neither fully clear in RAN1.
The Rapporteur’s understanding is that the principle RAN2 is trying to tackle relates to allowing the UE (and eventually the NW) to report extra information about models/functionalities, separately to what is carried in model/functionality identification procedures.
As understood by us, this information can be, e.g.:
· a simple “suitability/applicability” indication, or
· a set of “conditions” under which the model/functionality could be used, or
· “guidance” (assistance info) to the other entity, etc… 
Hence, it does not seem accurate to cover the whole topic of applicable models/functionalities by only linking it to the report of “conditions”.
Note that RAN2’s clause has been revised considering companies’ comments to [POST123bis][017][AI/ML].
Finally, let us also note that we have a pending FFS in RAN2, an RAN1 is still discussing this topic. So, we might need to come back to this later.
[bookmark: _Toc149897517]With regards to the reporting of applicability-related information, RAN2 can check the updated section in the TR (clause 7.3.1.5) and, if needed, sort out terminology issues.   
2.4	Protocol aspects: use cases
[bookmark: _Hlk149826233]Please note that for use cases specific aspects (i.e., clauses 7.3.2, 7.3.3 and 7.3.4), the Rapporteur has tried finding common grounds between what is already agreed in RAN2 (e.g., in the function-to-entity mapping exercise, see R2-2308286), while also considering RAN1’s Reply LS (part A in R2-2309435). On this matter, please note that RAN1 did not reply on entities outside RAN1 domain (e.g., gNB, CN, LMF, OAM) for which those cases come from RAN2 reasoning. Moreover, RAN1 did not reply on assistance information. For which again, RAN2’s discussion is taken as baseline for those related matters. 
[bookmark: _Toc149897512]For use-case-specific protocol aspects (clauses 7.3.2, 7.3.3 and 7.3.4 in the TR), the Rapporteur aimed at finding an intersection between RAN2 agreements/discussion (e.g., function-to-entity mapping agreements) and RAN1’s Reply LS (Part A in R2-2309435). RAN2 can later revisit these clauses according to further RAN2/RAN1 agreements. 
[bookmark: _Toc109400796][bookmark: _Toc109400797][bookmark: _Toc109400798][bookmark: _Toc109400799][bookmark: _Toc109400800][bookmark: _Toc109400801][bookmark: _Toc109400802][bookmark: _Toc109400803][bookmark: _Toc109400804][bookmark: _Toc109400805][bookmark: _Toc109400806][bookmark: _Toc109400807][bookmark: _Toc109400808][bookmark: _Toc109400809][bookmark: _Toc109400810][bookmark: _Toc109400811][bookmark: _Toc109400812][bookmark: _Toc109400813][bookmark: _Toc109400814][bookmark: _Toc109400815][bookmark: _Toc109400816][bookmark: _Toc109400817][bookmark: _Toc109400818][bookmark: _Ref189046994]3	Conclusion
In the previous sections we made the following observations: 
Observation 1	For model identification, (it seems that) RAN1’s study covers RAN2 agreement.
Observation 2	For functionality identification, RAN1 have already captured details in the TR. While, RAN2 have not made any explicit agreement on that matter.
Observation 3	For model transfer/delivery, companies are invited to revisit the updated table with relations between solutions and use cases (Table 7.3.1.3-1 in the TR).
Observation 4	For use-case-specific protocol aspects (clauses 7.3.2, 7.3.3 and 7.3.4 in the TR), the Rapporteur aimed at finding an intersection between RAN2 agreements/discussion (e.g., function-to-entity mapping agreements) and RAN1’s Reply LS (Part A in R2-2309435). RAN2 can later revisit these clauses according to further RAN2/RAN1 agreements.

Based on the discussion in the previous sections we propose the following:
Proposal 1	For model identification and meta information, discuss whether to remove the RAN2-related clause.
Proposal 2	If we decide to keep RAN2’s clause on model identification (and considering RAN1’s parts on functionality identification), discuss whether we really need an additional RAN2-centric clause for functionality identification.
Proposal 3	For model transfer/delivery, remove those (originally identified) solutions that are not linked to any of the agreed scenario in the function-to-entity mapping discussion.
Proposal 4	For model transfer/delivery, discuss whether to add “gNB” to the concerning solutions (e.g., Solution 4a: OTT server can transfer/deliver AI/ML model(s) to UE/gNB, Solution 4b: OAM server can transfer/delivery AI/ML model(s) to UE/gNB).
Proposal 5	With regards to the reporting of applicability-related information, RAN2 can check the updated section in the TR (clause 7.3.1.5) and, if needed, sort out terminology issues.
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