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1. Introduction 
In the RAN2#123 meeting, the following agreements were achieved regarding AIML applicability conditions. This paper further discusses the related issues.
· AIML algorithm for a certain use case may be tailored towards and applicable to certain scenarios/location/configuration/deployment etc. AIML algorithm may be updated, e.g. by model change (these are observations): 

RAN2 assumes that for UE-side AIML, the UE may inform the RAN about applicability conditions of AIML algorithm(s) available to the UE, to support RAN control (e.g. activation/deactivation/switching). 

The procedure for UE reporting of AIML applicability conditions is FFS. 

2. Discussion
2.1 UE reporting of applicability condition
In the RAN2#123 meeting, for UE side AI model, it was FFS about the procedure for UE reporting AIML applicability condition. Generally, we think there are two approaches of reporting applicability condition as below. For the option1 e.g. gNB could configure a UE with a certain AI model via RRCReconfiguration message, and the UE responds the applicability condition (applicable, not applicable) of the AI model via RRCReconfigurationComplete message. For option2, since the scenario/configuration may change after a certain time period, the applicability condition of the AI model may be invalid due to the scenario/configuration change. So the UE needs to detect the change of scenario/configuration or monitor the performance of the AI model, and report the result to the gNB when the applicability condition of the AI model is invalid. 
Option1: UE report the applicability condition (applicable, not applicable) upon the configuration of AI model
Option2: UE report the applicability condition of AIML when certain events (e.g. the inference accuracy is lower than a threshold) are satisfied. The detail of events are FFS.
Proposal1: For UE side AI model, RAN2 to further discuss the procedure for UE reporting of AML applicability condition based on the two options above.

2.2 Default AI model

When the applicability condition of the AI model does not fit the scenario/configuration, UE may deactivate the model or switch to another AI model. If all the AI models held by UE do not fit well, UE may need to stop the AIML function. Also, it takes time to retrain/update the AI model to fit the scenario/configuration. So in such case, we think it is beneficial to fallback to a default AI model which can fit most of the scenario/configurations. The default AI model can be always activated.
Proposal2: Introduce a default AI model concept which can fit most of the scenario/configurations per use case (BM, CSI prediction, positioning). UE can fallback to a default AI model when all the other AI model does not fit the scenario/configuration well. The default AI model can be always activated.
3. Conclusion 
Based on the discussion in the previous sections, we made the following proposals:
Proposal1: For UE side AI model, RAN2 to further discuss the procedure for UE reporting of AML applicability condition based on the two options above.

Option1: UE report the applicability condition (applicable, not applicable) upon the configuration of AI model

Option2: UE report the applicability condition of AIML when certain events (e.g. the inference accuracy is lower than a threshold) are satisfied. The detail of events are FFS.

Proposal2: Introduce a default AI model concept which can fit most of the scenario/configurations per use case (BM, CSI prediction, positioning). UE can fallback to a default AI model when all the other AI models do not fit the scenario/configuration well. The default AI model can be always activated.
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