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1. Introduction

In RAN2#123 meeting, the following agreement was made for function to entity mapping [1]:

· P1-P6 are agreed, it is expected that FFS items for which support is not increased will be removed.

Actually, many FFSs are still in the agreed table, to complete the study, there is need to further clarify the remaining parts for function to entity mapping. In this contribution, we will address the following aspects:
Aspect1: Discussion on the FFS part;
Aspect2: Suggestion on the mapping table for CSI prediction use case.
2. Discussion 
2.1 Discussion on the FFS part
For CSI compression use case, the following table was endorsed [2]: 
Table 1: The mapping of functions to physical entities for CSI compression with two-sided model
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training(offline training)
	gNB, OAM, OTT server, UE, [FFS: CN]

	b)
	Model transfer/delivery
	For training Type 1: gNB->UE, or OAM->gNB&UE, or OTT server->gNB&UE, or UE->gNB, [FFS: CN->gNB&UE]
For training Type 3: 

· For UE part of two-sided model: OTT server->UE, [FFS: CN->UE]; 
· For NW part of two-sided model: OAM->gNB, [FFS: CN->gNB]; 

	c)
	Inference
	NW part of two-sided model: gNB

UE part of two-sided model: UE

	d)
	Model/functionality monitoring
	NW-side: NW monitors the performance
UE-side: UE monitors the performance and may report to NW

	e)
	Model/functionality control (selection, (de)activation, switching, updating, fallback)
	gNB, [FFS: UE]


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.

Note 2: For b), no model transfer/delivery is expected if the entity for model training and model inference is the same one.
Note 3: Whether/how OAM is to be involved may need to consult RAN3, SA5. 

Note 4: Whether/how CN is to be involved may need to consult RAN3, SA2.

For CSI compression use case, the first controversial part is whether to consider CN as the function mapping entity. We understand that CSI compression is totally a RAN centric function, CN usually has no idea on how CSI compression works, so in this sense, it’s challenging and unnecessary to involve CN.
Proposal 1: For CSI compression use case, CN is not considered as the mapped entity.
For CSI compression use case, two-sided model is used, it’s nature to consider NW to do the model control decision, so we suggest to remove [FFS: UE] part for Model/functionality control.
Proposal 2: For CSI compression use case, remove [FFS: UE] part for Model/functionality control.
For beam management with UE sided model, the following table was endorsed [2]:
Table 2: The mapping of AI/ML functions to physical entities for beam management with UE-side model
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training(offline training)
	UE-side OTT server, UE, [FFS: gNB, OAM, CN] 

	b)
	Model transfer/delivery
	UE-side OTT server->UE, [FFS: gNB->UE, or OAM->UE, or CN->UE] 

	c)
	Inference
	UE

	d)
	Model/functionality monitoring
	UE (UE monitors the performance, and may report to gNB), gNB (gNB monitors the performance)

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	gNB if monitoring resides at UE or gNB, 

UE if monitoring resides at UE


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.

Note 2: For b), no model transfer/delivery is expected if the entity for model training and model inference is the same one.
Note 3: Whether/how OAM is to be involved may need to consult RAN3, SA5.
Note 4: Whether/how CN is to be involved may need to consult RAN3, SA2.
For beam management with NW sided model, the following table was endorsed [2]:
Table 3: The mapping of functions to physical entities for beam management with NW-side model
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	gNB, OAM, [FFS: CN, OTT server]

	b)
	Model transfer/delivery
	OAM->gNB, [FFS: CN->gNB, OTT server->gNB]

	c)
	Inference
	gNB

	d)
	Model/functionality monitoring
	gNB

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	gNB


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.

Note 2: For b), no model transfer/delivery is expected if the entity for model training and model inference is the same one.
Note 3: Whether/how OAM is to be involved may need to consult RAN3, SA5.

Note 4: Whether/how CN is to be involved may need to consult RAN3, SA2.
Similar reason as CSI compression use case, beam management is RAN centric function, we don’t find the strong motivation to involve CN for both UE sided and NW sided model.
Proposal 3: For beam management use case, CN is not considered as the mapped entity for both UE sided model and NW sided model.
As for whether gNB/OAM should be considered for beam management for UE sided model, firstly, RAN1 clearly stated in the reply LS that RAN1 did not reply on the different NW entities for training (gNB/CN/LMF/OAM) as it is out of RAN1’s expertise that RAN1 cannot confirm [3], so RAN2 can make the decision for function mapping.
Observation：RAN1 will not give any suggestion on function to entity mapping for model training in R18.
In our view, gNB/OAM should be considered as the training entity for beam management for UE sided model at this early stage as we already consider gNB/OAM as the training entity for NW sided model, somehow most of the collected data can be common for both NW sided model and UE sided model training, people may argue that NW cannot get UE vendor specific info which is beneficial for UE sided model training, but based on RAN1 current simulation status, no one has given the clear evidence that additional vendor specific info apart from CSI measurement is really helpful to train a UE sided model, so in this sense, we prefer to keep gNB/OAM as the mapped entity for beam management use case for UE sided model.
Proposal 4: For beam management use case, gNB/OAM is considered as the mapped entity for UE sided model.
As for OTT server for NW sided model, it seems for now, operator has some concern for this option, considering gNB/OAM is already agreed for NW sided model, we can remove OTT server for NW side model.
Proposal 5: For beam management use case, OTT server is not considered as the mapped entity for NW sided model.
For positioning with UE sided model, the following table was endorsed [2]:
Table 4: The mapping of functions to physical entities for positioning with UE-side model (case 1 and 2a) 
	Use case
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	UE-side OTT server, UE, [FFS: LMF, OAM, CN]

	b)
	Model transfer/delivery
	UE-side OTT server->UE, [FFS: LMF->UE, OAM->UE, CN->UE]

	c)
	Inference
	UE

	d)
	Model/functionality monitoring
	UE, LMF

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	UE if monitoring resides at UE, 
LMF if monitoring resides at UE or LMF


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.

Note 2: For b), no model transfer/delivery is expected if the entity for model training and model inference is the same one.
Note 3: Whether/how OAM is to be involved may need to consult RAN3, SA5.

Note 4: Whether/how CN/LMF is to be involved may need to consult RAN3, SA2.

For positioning with LMF sided model, the following table was endorsed [2]:
Table 5: The mapping of functions to entities for positioning with LMF-side model (case 2b and 3b) 
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	LMF

	b)
	Model transfer/delivery
	N/A

	c)
	Inference
	LMF

	d)
	Model/functionality monitoring
	LMF

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	LMF


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.

Note 2: Whether/how LMF is to be involved may need to consult RAN3, SA2.
For positioning with gNB sided model, the following table was endorsed [2]:
Table 6: The mapping of AI/ML functions to entities for positioning with gNB-side model (case 3a) 
	Use case
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	gNB, OAM, [FFS: LMF]

	b)
	Model transfer/delivery
	OAM->gNB, [FFS: LMF->gNB]

	c)
	Inference
	gNB

	d)
	Model/functionality monitoring
	gNB, [FFS: LMF]

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	gNB, [FFS: LMF]


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.

Note 2: For b), no model transfer/delivery is expected if the entity for model training and model inference is the same one.
Note 3: Whether/how OAM is to be involved may need to consult RAN3, SA5.

Note 4: Whether/how LMF is to be involved may need to consult RAN3, SA2.
For positioning with UE sided model, unlike CSI and BM use cases, LMF is a CN node, we think it’s possible that LMF or other CN node is used to train UE sided model and then the trained model is transferred to UE. It seems that OAM has no advantage than LMF to train a positioning model, so OAM option should be removed.
Proposal 6: For positioning use case, CN/LMF is considered as the mapped entity for UE sided model.
Proposal 7: For positioning use case, OAM is not considered as the mapped entity for UE sided model.
As for positioning with gNB sided model, LMF can be considered as the mapped entity because LMF has wider view than any other nodes for positioning use case, it’s a feasible option to consider LMF for gNB sided model.

Proposal 8: For positioning use case, LMF is considered as the mapped entity for gNB sided model.
2.2 Suggestion on the mapping table for CSI prediction use case
Due to limited progress on CSI prediction two meetings ago, RAN2 didn’t make agreement on function to entity mapping so far, considering RAN1’s reply LS on data collection provided the latest agreements for CSI prediction use case, it’s the right time for RAN2 to consider the function to entity mapping for this use case [3].
· For CSI prediction enhancement and beam management use case:
· For model training, training data can be generated by UE/gNB and terminated at gNB/OAM/OTT server.
· For NW-sided model inference, input data can be generated by UE and terminated at gNB.

· For UE-side model inference, input data/assistance information is internally available at UE can be generated by gNB and terminated at UE.
· For performancemodel monitoring at the NW side, calculated performance metrics (if needed) or data needed for performance metric calculation (if needed) can be generated by UE and terminated at gNB.

According to the RAN1 agreements above, only UE sided model is considered for CSI prediction use case, so we think the mapping table defined for beam management with UE sided model can be considered as the reference, so we propose the following Table 7 for CSI prediction use case:
Proposal 9: RAN2 to endorse the following mapping table for CSI prediction use case:
Table 7: The mapping of AI/ML functions to physical entities for CSI prediction with UE-side model
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	UE-side OTT server, UE, gNB, OAM 

	b)
	Model transfer/delivery
	UE-side OTT server->UE, gNB->UE, or OAM->UE 

	c)
	Inference
	UE

	d)
	Model/functionality monitoring
	UE (UE monitors the performance, and may report to gNB), gNB (gNB monitors the performance)

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	gNB if monitoring resides at UE or gNB, 

UE if monitoring resides at UE


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.

Note 2: For b), no model transfer/delivery is expected if the entity for model training and model inference is the same one.
Note 3: Whether/how OAM is to be involved may need to consult RAN3, SA5.
We think all the agreeable tables above should be captured into TR38.843, so we propose:
Proposal 10: RAN2 to endorse the TP in section 5.
3. Conclusion
In conclusion, we propose the followings:

Observation：RAN1 will not give any suggestion on function to entity mapping for model training in R18.
Proposal 1: For CSI compression use case, CN is not considered as the mapped entity.
Proposal 2: For CSI compression use case, remove [FFS: UE] part for Model/functionality control.
Proposal 3: For beam management use case, CN is not considered as the mapped entity for both UE sided model and NW sided model.
Proposal 4: For beam management use case, gNB/OAM is considered as the mapped entity for UE sided model.
Proposal 5: For beam management use case, OTT server is not considered as the mapped entity for NW sided model.
Proposal 6: For positioning use case, CN/LMF is considered as the mapped entity for UE sided model.
Proposal 7: For positioning use case, OAM is not considered as the mapped entity for UE sided model.
Proposal 8: For positioning use case, LMF is considered as the mapped entity for gNB sided model.
Proposal 9: RAN2 to endorse the following mapping table for CSI prediction use case:
Table 7: The mapping of AI/ML functions to physical entities for CSI prediction with UE-side model
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	UE-side OTT server, UE, gNB, OAM 

	b)
	Model transfer/delivery
	UE-side OTT server->UE, gNB->UE, or OAM->UE 

	c)
	Inference
	UE

	d)
	Model/functionality monitoring
	UE (UE monitors the performance, and may report to gNB), gNB (gNB monitors the performance)

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	gNB if monitoring resides at UE or gNB, 

UE if monitoring resides at UE


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.

Note 2: For b), no model transfer/delivery is expected if the entity for model training and model inference is the same one.
Note 3: Whether/how OAM is to be involved may need to consult RAN3, SA5.
Proposal 10: RAN2 to endorse the TP in section 5.
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7.3.5
Function to entity mapping for each use case

For CSI feedback enhancement:
Table 1: The mapping of functions to physical entities for CSI compression with two-sided model
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training(offline training)
	gNB, OAM, OTT server, UE

	b)
	Model transfer/delivery
	For training Type 1: gNB->UE, or OAM->gNB&UE, or OTT server->gNB&UE, or UE->gNB
For training Type 3: 

· For UE part of two-sided model: OTT server->UE; 
· For NW part of two-sided model: OAM->gNB,; 

	c)
	Inference
	NW part of two-sided model: gNB

UE part of two-sided model: UE

	d)
	Model/functionality monitoring
	NW-side: NW monitors the performance
UE-side: UE monitors the performance and may report to NW

	e)
	Model/functionality control (selection, (de)activation, switching, updating, fallback)
	gNB


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.

Note 2: For b), no model transfer/delivery is expected if the entity for model training and model inference is the same one.
Note 3: Whether/how OAM is to be involved may need to consult RAN3, SA5. 


For beam management:
Table 2: The mapping of AI/ML functions to physical entities for beam management with UE-side model
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	UE-side OTT server, UE, gNB, OAM 

	b)
	Model transfer/delivery
	UE-side OTT server->UE, gNB->UE, or OAM->UE 

	c)
	Inference
	UE

	d)
	Model/functionality monitoring
	UE (UE monitors the performance, and may report to gNB), gNB (gNB monitors the performance)

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	gNB if monitoring resides at UE or gNB, 

UE if monitoring resides at UE


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.

Note 2: For b), no model transfer/delivery is expected if the entity for model training and model inference is the same one.
Note 3: Whether/how OAM is to be involved may need to consult RAN3, SA5.

Table 3: The mapping of functions to physical entities for beam management with NW-side model
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	gNB, OAM

	b)
	Model transfer/delivery
	OAM->gNB

	c)
	Inference
	gNB

	d)
	Model/functionality monitoring
	gNB

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	gNB


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.

Note 2: For b), no model transfer/delivery is expected if the entity for model training and model inference is the same one.
Note 3: Whether/how OAM is to be involved may need to consult RAN3, SA5.


For Positioning accuracy enhancement:
Table 4: The mapping of functions to physical entities for positioning with UE-side model (case 1 and 2a) 
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	UE-side OTT server, UE, LMF, CN]

	b)
	Model transfer/delivery
	UE-side OTT server->UE, LMF->UE, CN->UE]

	c)
	Inference
	UE

	d)
	Model/functionality monitoring
	UE, LMF

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	UE if monitoring resides at UE, 
LMF if monitoring resides at UE or LMF


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.

Note 2: For b), no model transfer/delivery is expected if the entity for model training and model inference is the same one.

Note 3: Whether/how CN/LMF is to be involved may need to consult RAN3, SA2.

Table 5: The mapping of functions to entities for positioning with LMF-side model (case 2b and 3b) 
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	LMF

	b)
	Model transfer/delivery
	N/A

	c)
	Inference
	LMF

	d)
	Model/functionality monitoring
	LMF

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	LMF


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.

Note 2: Whether/how LMF is to be involved may need to consult RAN3, SA2.

Table 6: The mapping of AI/ML functions to entities for positioning with gNB-side model (case 3a) 
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	gNB, OAM, LMF

	b)
	Model transfer/delivery
	OAM->gNB, LMF->gNB

	c)
	Inference
	gNB

	d)
	Model/functionality monitoring
	gNB, LMF

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	gNB, LMF


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.

Note 2: For b), no model transfer/delivery is expected if the entity for model training and model inference is the same one.
Note 3: Whether/how OAM is to be involved may need to consult RAN3, SA5.

Note 4: Whether/how LMF is to be involved may need to consult RAN3, SA2.

Table 7: The mapping of AI/ML functions to physical entities for CSI prediction with UE-side model
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training(offline training)
	UE-side OTT server, UE, gNB, OAM 

	b)
	Model transfer/delivery
	UE-side OTT server->UE, gNB->UE, or OAM->UE 

	c)
	Inference
	UE

	d)
	Model/functionality monitoring
	UE (UE monitors the performance, and may report to gNB), gNB (gNB monitors the performance)

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	gNB if monitoring resides at UE or gNB, 

UE if monitoring resides at UE


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.

Note 2: For b), no model transfer/delivery is expected if the entity for model training and model inference is the same one.
Note 3: Whether/how OAM is to be involved may need to consult RAN3, SA5.
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