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Introduction
The ever-increasing need to support more traffic load is putting pressure on the Network Energy consumption with severe financial (Opex) and environmental implications for operators. It is no exaggeration to say that the continued success of 5G NR depends on reducing Network Energy consumption. Naturally, the industry and 3GPP is not unware of such developments and, in Rel-18, 3GPP has been considering Network Energy Saving (NES) techniques in a study phase [1] followed by a standardization phase [2], as a fundamental part of 5G-Advanced. 
The guidance of the RAN plenary has been quite clear that the trade-off between energy savings and other KPIs should be carefully balanced [1]:
	The study should not only evaluate the potential network energy consumption gains, but also assess and balance the impact on network and user performance, e.g. by looking at KPIs such as spectral efficiency, capacity, user perceived throughput (UPT), latency, UE power consumption, complexity, handover performance, call drop rate, initial access performance, SLA assurance related KPIs, etc. The techniques to be studied should avoid having a large impact to such KPIs.


Cell DTX (Discontinuous Transmission) and Cell DRX (Discontinuous Reception) have been identified as promising NES techniques and have been selected for standardization. 
Unfortunately, with 2 remaining WG meetings, Cell DTX/DRX still falls short of fulfilling the RAN plenary vision. In particular, as of decisions taken until RAN2#123, there are some gaps on Cell DTX/DRX design which leads to excessive latency, signaling overhead and UE power consumption in order to bring marginal extra energy savings. This is definitely in contrast to the RAN plenary guidance and, therefore, it is essential to address those gaps. 
The Cell DTX/DRX design still has gaps and it does not fulfill the RAN plenary guidance. As of agreements so far, energy saving is achieved by sacrificing latency and/or UE power consumption.
This contribution analyses these key open issues and propose solutions of limited complexity to help Cell DTX/DRX achieve its full potential by improving the trade-off between NES and other KPIs. This will help Cell DTX/DRX to become a successful feature to be widely deployed.  
Cell DTX/DRX gap analysis and solutions 
Key open issue #1 – Handling bursts of traffic
Cell DTX/DRX was always deemed as a feature which will bring benefits at low load. However, it is important to understand the traffic behavior at low load, especially in face of traffic burstiness. For example, 5% load does not mean a continuous 5% resource utilization. Instead, 5% load typically means that on every second we will have (on average) 50 ms of 100% load and 950 ms of 0% load, due to the bursty nature of traffic. 
The most efficient way to handle a burst is simply to transmit it as quickly as possible. This is true from latency, UPT and UE power consumption perspectives and, as we show on the following, it is to a great extent also true from Network energy consumption perspective. Unfortunately, this immediate handling of a burst is still missing in Cell DTX/DRX, but it can be addressed with very limited complexity.
 Let us consider the network energy consumption (according to TR 38.864) and packet delay in 3 cases:
1. Baseline – Cell DTX/DRX is disabled and therefore there is no restriction on PDCCH signaling. Opportunistic symbol shutdown is possible whenever there is no traffic. 
2. Cell DTX/DRX is enabled and as of current agreement, there is no PDCCH signaling on Cell DTX/DRX inactive time (with very few exceptions).
3. Cell DTX/DRX is enabled, but (contrary to case 2) there is a smooth way of continuing PDCCH signaling on a need basis, when a traffic burst arrives (or simply there is still data on the buffer). 
These 3 cases are simulated on a TDD scenario (DDDFU, 30 kHz SCS as in set 1 of TR 38.864). The Cell DTX/DRX parameters are set to on-duration of 3 ms (the minimum to include one DL and one UL opportunity on on-duration) and cycle of 20 ms (with SSB aligned to on-duration). 
For each case the network power consumption of the first 250 ms after a burst arrival and the corresponding histogram of packet delay are illustrated. 
As it can be seen on Figure 1, as a baseline the gNB is always ready to transmit, only doing symbol shutdown opportunistically, but the delay is kept low and the traffic is served as quickly as possible. 
In contrast, when Cell DTX/DRX is configured (according to agreements so far) the transmission is interrupted multiple times to abide the inactive time of Cell DTX/DRX. This is illustrated on Figure 2. While this does lead to significant energy savings, it causes a huge increase on packet delay as the transmission is interrupted even when the gNB has more than enough packets to transmit at its buffers. This does not fulfill the RAN plenary guidance as NES techniques should avoid having high impact on KPIs such as latency. 
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Figure 1 – Baseline: Cell DTX/DRX is not configured and the gNB can opportunistically do symbol shutdown when there is no traffic. 
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Figure 2 – Cell DTX/DRX activated. With current behavior the transmission is interrupted to save energy on but that leads to increased delay. 
 Is it possible to have the best of both worlds, attaining low energy consumption and low delay? Absolutely. As shown on Figure 3, if Cell DTX/DRX includes a mechanism to swiftly continue transmissions when there is data on the buffer, then it is possible to have low delay and low energy consumption at the same time. The current high impact on delay can be avoided easily.  
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Figure 3 – Cell DTX/DRX is activated but the gNB can continue transmission as needed when there is data on the buffer. 
Cell DTX/DRX as currently designed has a high impact on delay, but that is absolutely unnecessary. If transmissions can be continued as needed, Cell DTX/DRX can achieve similar energy savings with little to no impact on delay. 
Figure 1, 2 and 3 show specific examples aligned to the traffic bursts to facilitate the understanding but the same trend can be seen over a large number of simulations as shown below in Figure 4.
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Figure 4 – Cell DTX/DRX modified to bypass PDCCH restrictions on-demand has by far the best trade-off. Little delay added to the baseline and nearly the same energy saving as the current Cell DTX definition (which is very restrictive of PDCCH for new data)

Can we implement the behavior on Figure 3 with the tools which were already defined? Let us analyze the current possibilities to address a traffic burst: 
a) Use the group DCI signaling to de-activate Cell DTX/DRX whenever a burst needs to be handled. While this solution does provide quickly signaling for de-activation, there is a number of issues with this approach to implement the desired behavior on a burst. First and foremost, this is group signaling. Thus there is only the option to de-activate Cell DTX/DRX for all UEs on the group (cell), even though the traffic burst is typically addressed to a single UE. This will cause unnecessary UE power consumption. Second, and not to be forgotten is that every de-activation would need to be followed by a re-activation to save energy again. It follows more overhead, UE power consumption and network energy consumption. Furthermore, if the key open issue #2 is not addressed then actually a gNB cannot change swiftly between activation and de-activation (see next section – 2.2). 
b) According to current agreements, while the UE does not listen to PDCCH for new assignments during inactive time, the UE can receive PDSCH if it is scheduled on the inactive time. This means that PDCCH can be sent during on-duration to schedule some traffic on the inactive time if the scheduling assignment is done in advance. In the given example, it is completely unrealistic to schedule in advance 17 ms of traffic to fill the inactive time during the 3 ms of on-duration. There would be all types of limitations like reaching the maximum number of HARQ processes, inability to handle further packet arrivals, inflexibility to choose between scheduling new data or retransmissions. All in all this would lead to a very complex gNB scheduler implementation which still would not achieve the desired behavior. Note that if the Cell DTX/DRX cycle is larger, then this approach is even more limited. 
c) De-activating Cell DTX/DRX by removing the configuration on RRC level. While this has the advantage of being targeted only at the UE which should handle the traffic burst it also has severe disadvantages. First and foremost, the RRC signaling is much slower than what can be done dynamically (e.g. DCI / MAC CE) due to RRC processing delay and RRC level acknowledgment (RRC reconfiguration complete). Second, as this delay is quite significant it would not be fully completed within the on-duration of Cell DTX/DRX. Thus the acknowledgment would need to wait the next on-duration. Because of that it would effectively take at least 2 Cell DTX/DRX cycles to do an RRC reconfiguration for de-activation. During all this time high delay is implied. Last, but not least, after the operation is done Cell DTX/DRX needs to be reconfigured again implying a longer time with excessive network energy consumption. 
d) Do nothing, keeping Cell DTX/DRX de-activated. This is the behavior shown on Figure 2 and it is shown to have unacceptable delay. 
As all already defined possibilities have significant drawbacks, it follows that a targeted enhancement is needed to address this issue and fulfill the RAN plenary vision for Cell DTX/DRX. Fortunately, the solution can be rather simple yet effective. Namely, we only need to specify a mechanism so that the gNB can bypass the Cell DTX/DRX PDCCH restrictions temporarily. 
The gNB can send an indication to the UE, so that PDCCH monitoring can be prolonged on-demand during Cell DTX/DRX inactive time. 

Key open issue #2 – Aligning C-DRX and Cell DTX quickly
The group DCI signaling for Cell DTX/DRX activation and de-activation was designed and introduced to allow dynamically changing between the 2 configurations with little overhead. This is an important step, but it is not sufficient to allow smooth operation between different NES states (Cell DTX/DRX activated or de-activated). The following considerations need to be done:
· When the load increases and, therefore, Cell DTX/DRX is de-activated the UE C-DRX of different UEs should be spread in time for load balancing. 
· When Cell DTX/DRX is activated the UE C-DRX of different UEs should be concentrated in time in order to fulfill the at least partial alignment (as agreed on RAN2#123)
It is clear that switching between these 2 operation points entails different UE C-DRX configurations. As a baseline solution the legacy mechanism can be used to reconfigure UE C-DRX on every transitions. This leads not only to a large overhead but also it delays activation (consuming unneeded energy). If a UE has a C-DRX configuration which does not fulfill partial alignment the gNB has to first reconfigure the UE before sending the DCI activation for Cell DTX/DRX. 
Using the legacy mechanism, the overhead of activating Cell DTX/DRX is high due to reconfigurations of UE C-DRX.  
If a UE has a C-DRX configuration which does not fulfill partial alignment the gNB has to first reconfigure the UE before sending the DCI activation for Cell DTX/DRX.
The gNB can optionally configure a UE with an additional C-DRX configuration, applicable at times where Cell DTX/DRX is activated.
Further details of this need and the solution can be found in [3] .

Key open issue #3 – Adjusting to traffic variations (specially QoS users)
On periods of very low load there can still be 2 distinct situations:
· Only flows with non-RT QoS requirements are active
· Some of the active flows have RT QoS requirements , e.g. VoIP users  
When there are no VoIP users a sparser Cell DTX/DRX (longer cycle) would bring the benefit of additional extra savings, but a sparse pattern would not be suitable for VoIP (which works very fine e.g. with 20 ms period and cannot tolerate anything above 40 ms period). Re-configuring the Cell DTX/DRX pattern via RRC every time a user starts or stops a VoNR call is clearly a lot of overhead and prohibitive. Therefore, it is better to support multiple Cell DTX/DRX patterns so that the gNB can dynamically switch among patterns using e.g. the DCI signaling (DCI 2_9). 
Re-configuring the Cell DTX/DRX pattern via RRC every time a user starts or stops a VoNR call is clearly a lot of overhead and prohibitive.
The gNB can optionally configure a UE with more than 1 Cell DTX/DRX pattern and switch among patterns using e.g. DCI signaling.
Some more detailed motivation of switching among multiple patterns to handle VoNR was contributed to RAN2#123 [4] but not discussed. 
Note that multiple Cell DTX/DRX patterns would also benefit the gNB with some degrees of freedom to adapt to different loads, say 0%, 10%, 20% and higher. A few patterns, e.g. 2 – 4, would be enough. 

Key open issue #4 – Alignment to 5 ms SSB and LTE PSS/SSS on DSS
It was decided to reuse the same cycle duration values for Cell DTX which were already specified for C-DRX long DRX. This means the minimum cycle time is 10 ms. However there can be reasons to have SSB cycles of 5 ms, such as having a DSS scenario where LTE PSS/SSS are anyway transmitted every 5 ms. If the SSB burst period is 5 ms, the gNB needs to wake up for transmission every 5 ms there is no difference in energy consumption between a 5 ms or a 10 ms Cell DTX/DRX cycle, but there is a huge difference on latency and initial access performance. 
If SSBs or LTE PSS/SSS (in DSS) need to be transmitted every 5 ms there is no difference in energy consumption between a 5 ms or a 10 ms Cell DTX/DRX cycle, but there is a huge difference on latency and initial access performance.
In fact there was a discussion in RAN 1 to consider the SSB symbols as active time and be able to transmit PDCCH and data. While mandating such behavior would complicate things, we understand it should be possible to set Cell DTX/DRX in a way which makes sure SSB transmissions always lie on the on-duration. With current agreements, that is possible for all SSB configurations except for SSB periods of 5 ms. 
Cell DTX/DRX cycle can be set to 5 ms periodicity.
Note that a 5 ms Cell DTX/DRX cycle is compatible with the alignment rule of C-DRX and Cell DTX patterns being a multiple of each other. A 5 ms cycle may be the key to achieve energy savings without latency penalty on DSS scenarios. Eventually, with this smaller cycle a savvy implementation could even achieve energy savings on URLLC scenarios.  

Key open issue #5 – Reducing energy consumption due to retransmissions
Even if only a few UEs are active HARQ retransmission happen very often and it will impact energy saving as a single HARQ retransmission is enough to keep the gNB awake. This leads to severe reduction of the potential energy saving on Cell DTX/DRX In essence, every time there is a retransmission this imply the gNB will not sleep for an extra HARQ-RTT. This is mostly worrisome in TDD as the HARQ-RTT is limited by the TDD period.  An illustration is shown below:
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Figure 5 – Every HARQ retransmision delay Cell DTX/DRX true sleeping by an HARQ-RTT. The impact on energy saving is very high as retransmissions occur often.
A detailed analysis in [5] showed that for 5 served UEs 41% of Cell DTX/DRX cycles would have an increase of 15% or higher on the inactive time energy consumption, only due to HARQ retransmissions. If retransmission can be avoided, e.g. by using more robust MCSs, Cell DTX/DRX will achieve much better energy savings. In order to achieve that goal, some improvements may be needed, e.g. that UE CQI measurements can be configured with a different BLER target when Cell DTX/DRX is activated. The exact design and mechanism should be left to RAN 1, but reducing the number of retransmissions is clearly a goal which should be pursued. 
RAN 2 to send a LS to RAN 1 to kindly request that RAN 1 designs mechanisms to reduce the number of retransmissions when Cell DTX/DRX is activated.
Conclusions
In this contribution, we discussed key open issues on the Cell DTX/DRX design for Network Energy Saving. The following observations and proposals have been made:

Observation 1:	The Cell DTX/DRX design still has gaps and it does not fulfill the RAN plenary guidance. As of agreements so far, energy saving is achieved by sacrificing latency and/or UE power consumption.

Observation 2:	Cell DTX/DRX as currently designed has a high impact on delay, but that is absolutely unnecessary. If transmissions can be continued as needed, Cell DTX/DRX can achieve similar energy savings with little to no impact on delay. 

Observation 3:	Using the legacy mechanism, the overhead of activating Cell DTX/DRX is high due to reconfigurations of UE C-DRX.  

Observation 4:	If a UE has a C-DRX configuration which does not fulfill partial alignment the gNB has to first reconfigure the UE before sending the DCI activation for Cell DTX/DRX.

Observation 5:	Re-configuring the Cell DTX/DRX pattern via RRC every time a user starts or stops a VoNR call is clearly a lot of overhead and prohibitive.

Observation 6:	If SSBs or LTE PSS/SSS (in DSS) need to be transmitted every 5 ms there is no difference in energy consumption between a 5 ms or a 10 ms Cell DTX/DRX cycle, but there is a huge difference on latency and initial access performance.

Proposal 1:	The gNB can send an indication to the UE, so that PDCCH monitoring can be prolonged on-demand during Cell DTX/DRX inactive time. 

Proposal 2:	The gNB can optionally configure a UE with an additional C-DRX configuration, applicable at times where Cell DTX/DRX is activated.

Proposal 3:	The gNB can optionally configure a UE with more than 1 Cell DTX/DRX pattern and switch among patterns using e.g. DCI signaling.

Proposal 4:	Cell DTX/DRX cycle can be set to 5 ms periodicity.

Proposal 5:	RAN 2 to send a LS to RAN 1 to kindly request that RAN 1 designs mechanisms to reduce the number of retransmissions when Cell DTX/DRX is activated.
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