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1	Introduction
[bookmark: _Ref178064866]Here, we address some of the remaining issues concerning RAN2#123’s discussion on function-to-entity mapping, and in particular we will focus the discussion on the FFSs captured in the tables in R2-2308286 endorsed at last RAN2#123 meeting.
2	Discussion
[bookmark: _Toc134744341]We would like to emphasize the importance of the function-to-entity mapping as it impacts RAN2’s data collection and model transfer/delivery discussion. For data collection, this defines the entities handling the data collection for the various LCM phases in each use case, while for model transfer/delivery, there is a large dependency on the entities handling the training. 
With regards to the inference phase, this should be less controversial and barely affect RAN2 work.  
During RAN2#123, for each use case, a set of tables were agreed gathering the entities involved in every (LCM) stage, i.e.: 
· model training,
· model transfer,
· inference,
· model/functionality monitoring, and
· model/functionality control.
Note: You can find the agreed Proposals 1 to 6 in R2-2308286.  
Below we address the FFSs that remain in these tables. 
2.1	Two-sided model use cases 
The following Table was agreed for the CSI use case:
	Table 1: The mapping of functions to physical entities for CSI compression with two-sided model
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training(offline training)
	gNB, OAM, OTT server, UE, [FFS: CN]

	b)
	Model transfer/delivery
	For training Type 1: gNB->UE, or OAM->gNB&UE, or OTT server->gNB&UE, or UE->gNB, [FFS: CN->gNB&UE]
For training Type 3: 
· For UE part of two-sided model: OTT server->UE, [FFS: CN->UE]; 
· For NW part of two-sided model: OAM->gNB, [FFS: CN->gNB]; 

	c)
	Inference
	NW part of two-sided model: gNB
UE part of two-sided model: UE

	d)
	Model/functionality monitoring
	NW-side: NW monitors the performance
UE-side: UE monitors the performance and may report to NW

	e)
	Model/functionality control (selection, (de)activation, switching, updating, fallback)
	gNB, [FFS: UE]


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.
Note 2: For b), no model transfer/delivery is expected if the entity for model training and model inference is the same one.
Note 3: Whether/how OAM is to be involved may need to consult RAN3, SA5. 
Note 4: Whether/how CN is to be involved may need to consult RAN3, SA2.



Where the main FFS concerns whether the CN should be considered as model training entity. 
For the NW-part of the two-sided model, we see no clear motivation to consider the CN as initiation/termination point for data collection for. As said, we have mentioned before, this is a RAN-centric use case, and the training sessions (data required, triggering conditions) are strictly dependent on the RAN capabilities/implementations and performance monitoring operations that are naturally not available at the CN.
Hence, introducing a framework to exchange such information between CN and RAN proves not to be needed, as it does not provide technical advantages compared to the straightforward solution in which the data collection is handled by gNB. In the latter case, the specification impact is also much lower and confined in RAN1/RAN2. 
For the UE-part of the two-sided model, the same logic applies. In this sense, the advantage of considering a CN-based training approach over the UE/OTT-centric approaches are not clear. The training of UE-side models depends on radio configurations and measurements of the radio environment taken by the UE, which ultimately depend on the very specific UE characteristics (hardware, software). Storing and then training the UE models in the network would be prohibitive from a computation complexity point of view, since a large number of different UE models are expected, considering factors like different UE vendors, different UE releases, different PHY functionalities, different deployment scenarios, etc. Besides, that would imply the need to specify the exact data that the UE should collect for UE-side models and the data collection transferring procedures. 
[bookmark: _Toc146873614]For the two-sided, there is no clear technical advantage of considering a CN-based training scenario. Hence, remove the “[FFS: CN]” as potential training entity.
2.2	Beam management use cases
In this section, we describe the entities that should be involved in the CSI/beam management use cases for NW-side models and UE-side models.
2.2.1	NW-side model training
When it comes to training, the following was agreed in RAN2#122:
	P5a: For the data generation entity and termination entity deployed at different entities, RAN2 assumes:
For CSI enhancement and beam management use cases:
- For model training, training data can be generated by UE/gNB and terminated at gNB/OAM/OTT server.
For positioning enhancement use case:
- For model training, training data can be generated by UE/gNB and terminated at LMF/OTT server.



Note that these agreements do not differentiate between UE-side models and NW-side models, for which one cannot proceed with the termination point analysis for each scenario. In our view this should be clarified. 
Related to NW-side model training for the beam management use cases, the following table in R2-2308286 was endorsed:
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	gNB, OAM, [FFS: CN, OTT server]

	b)
	Model transfer/delivery
	OAM->gNB, [FFS: CN->gNB, OTT server->gNB]

	c)
	Inference
	gNB

	d)
	Model/functionality monitoring
	gNB

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	gNB



For NW-side models, it seems natural to assume, from the use cases in the SI, that for training the data collection initiation/termination point can be in the gNB. A potential OAM involvement in our view does not affect in any way 3GPP specifications. The interaction between OAM and gNB is largely left to NW implementation, and there is no need to define protocols and procedures for the OAM to build a NW-side model or to specify a method to deliver a NW-side model from the OAM to the gNB. If OAM is involved, i.e., OAM collecting information for a NW-side model, the only potential standard impact is in the gNB model monitoring and in the UE data collection, for which enhancements to the current observability framework (specified by SA5 in TS 28.552) and MDT (for the UE data collection) may be considered. All of this, it does not have direct impact in RAN2.
When it comes to the involvement of a NW-controlled OTT server, we believe that this is certainly possible, but this results in more implementation-based solution that should be left to vendors and that does not impact 3GPP/RAN2.
Furthermore, we see no clear motivation to consider the CN as initiation/termination point for data collection for NW-side models. As said, these are RAN-centric use cases, and the training sessions (data required, triggering conditions) are strictly dependent on the RAN capabilities/implementations and performance monitoring operations that are naturally not available at the CN. Hence, introducing a framework to exchange such information between CN and RAN proves not to be needed, as it does not provide technical advantages compared to the straightforward solution in which the data collection is handled by gNB. In the latter case, the specification impact is also much lower and confined in RAN1/RAN2. 
[bookmark: _Toc146873622]For training of NW-side models, there is no technical motivation to consider CN involvement, and the potential involvement of a NW-controlled OTT server does not have impact in 3GPP.
[bookmark: _Toc134774364][bookmark: _Toc146873615]For training of NW-side models for the beam management use cases, remove the “[FFS: CN, OTT server]” as potential training entity, and hence as model transfer entity.
2.2.2	UE-side model training
Related to UE-side model training for the beam management use cases, the following table in R2-2308286 was endorsed:
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training(offline training)
	UE-side OTT server, UE, [FFS: gNB, OAM, CN] 

	b)
	Model transfer/delivery
	UE-side OTT server->UE, [FFS: gNB->UE, or OAM->UE, or CN->UE] 

	c)
	Inference
	UE

	d)
	Model/functionality monitoring
	UE (UE monitors the performance, and may report to gNB), gNB (gNB monitors the performance)

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	gNB if monitoring resides at UE or gNB, 
UE if monitoring resides at UE



In our view, for UE-side models, the natural assumption is that the AIML training function resides in the UE and/or in an OTT server. The UE can for example perform data collection based on radio configurations and measurements to enrich a model locally stored in the UE, and/or transfer this information to an OTT server which implements the model storage and the model training potentially based on inputs received from different UEs.
Alternative options discussed during the SI consider NW-centric approaches for AIML training of UE-side models (e.g. gNB/OAM centric or CN-centric). However, the advantages of those approaches over the UE/OTT-centric approaches are not clear. The training of UE-side models depends on radio configurations and measurements of the radio environment taken by the UE, which ultimately depend on the very specific UE characteristics (hardware, software). Storing and then training the UE models in the network would be prohibitive from a computation complexity point of view, since a large number of different UE models are expected, considering factors like different UE vendors, different UE releases, different PHY functionalities, different deployment scenarios, etc. Besides, that would imply the need to specify the exact data that the UE should collect for UE-side models and the data collection transferring procedures. 
When it comes to CN-centric approaches, it has been discussed to enhance existing frameworks, e.g., EVEX. It is now clear that the EVEX data collection framework is not RAN-centric, since the configuration, and the initiation of the data collection is performed outside the RAN, as well as the data collection itself is terminated outside the RAN. Additionally, the use cases currently addressed by this framework are certainly not RAN-centric, as the cases studied in RAN1 (especially the CSI and beam management use case). So, we see no real benefit of enhancing this framework for the sake of our SI, as there are already straightforward approaches to do so (e.g., storing models in UE-controlled OTT server). The CN can be involved in the procedures of model training and transfer, e.g. the OTT server can coordinate with CN or RAN on the possibility for the UE to start the training, or to start uploading from the UE the data collected, or to start the transferring of the model from the OTT server to the UE. However, there seems to be no clear reason for considering the CN as a training entity.
Nonetheless, potential enhancements to EVEX should not affect RAN2’s work, and the analysis of CN-centric approaches for UE-side training should be studied by SA WGs.
[bookmark: _Toc146873616]For training of UE-side models for the beam management use cases, remove the “[FFS: gNB, OAM, CN]” as potential training entities, and hence as model transfer entities.  
[bookmark: _Toc146873617]For UE-side model training for the beam management use cases, RAN2 agrees that it is left to SA WGs to study whether certain AIML procedures, e.g. model training, model transfer, collected data transfer, etc, have an impact in SA protocols. 
2.3	Positioning use cases
The following use cases were agreed in RAN1 for positioning:
	Agreement (RAN1#110bis)
· Study and provide inputs on benefit(s) and potential specification impact at least for the following cases of AI/ML based positioning accuracy enhancement
· Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning
· Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
· Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning




For positioning, from the above use cases, we can identify UE-, gNB- and LMF-side models. The entities involved for these use cases are described below.
2.3.1	UE-side model training
Related to UE-side model training for the positioning use cases, the following table in R2-2308286 was endorsed:
	Use case
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	UE-side OTT server, UE, [FFS: LMF, OAM, CN]

	b)
	Model transfer/delivery
	UE-side OTT server->UE, [FFS: LMF->UE, OAM->UE, CN->UE]

	c)
	Inference
	UE

	d)
	Model/functionality monitoring
	UE, LMF

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	UE if monitoring resides at UE, 
LMF if monitoring resides at UE or LMF



For positioning cases 1 and 2a, UE-side models are used. Following the same logic as for CSI and beam management (see section 2.2.1.3), the natural assumption would be that for positioning UE-side model training the AIML training function resides in the UE and/or in an OTT server. It is not clear why the LMF or the CN should be involved. 
For Case 2a, the LMF can certainly ask the UE-side model to generate certain measurements (e.g., timing information of received paths at the UE) to estimate the UE’s location, but such measurements are simply fed to conventional positioning methods (e.g., triangulation) to determine UE location. 
For training of UE-side model (case 1/2a), the LMF may provide ground truth labels for building up the training dataset. But the model training is up to each UE vendor, and LMF or CN is not responsible for training the UE-side model. 
When it comes to CN-centric approaches, it is not clear which tool should be used for that. If the intention is to use EVEX (as some companies are proposing for the CSI/beam management use case) there is no impact to RAN2’s work, and such an analysis needs to be carried over in SA WGs.
[bookmark: _Toc146873618]For training of UE-side models for the positioning use cases, remove the “[FFS: LMF, OAM, CN]” as potential training enties, and hence as model transfer entities.  
[bookmark: _Toc146873619]For UE-side model training for the positioning use cases, RAN2 agrees that it is left to SA WGs to study whether certain AIML procedures, e.g. model training, model transfer, collected data transfer, etc, have an impact in SA protocols. 
2.3.2	LMF-side model training
Related to LMF-side model training for the positioning use cases, the following table in R2-2308286 was endorsed:
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	LMF

	b)
	Model transfer/delivery
	N/A

	c)
	Inference
	LMF

	d)
	Model/functionality monitoring
	LMF

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	LMF



In this case, there are no FFSs, and what captured in the above table is enough for the time being.
As for the NW-side models for CSI and beam management, the LMF should be the natural termination entity for this case. Whether the LMF can leverage on an OTT server for training/model storing is something that should be left to vendors and does not impact 3GPP/RAN2.
OAM involvement can also be considered, but there is no RAN2 specifications impact either. If any that is for performance monitoring, i.e., enhancements to the current observability framework. However, that is more in the scope of SA5.
As for considering the CN as initiation/termination point for LMF training, there is no clear advantage as discussed before for CSI and beam management use cases.
2.3.3	gNB-side model training
Related to gNB-side model training for the positioning use cases, the following table in R2-2308286 was endorsed:
	Use case
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	gNB, OAM, [FFS: LMF]

	b)
	Model transfer/delivery
	OAM->gNB, [FFS: LMF->gNB]

	c)
	Inference
	gNB

	d)
	Model/functionality monitoring
	gNB, [FFS: LMF]

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	gNB, [FFS: LMF]



For gNB-side model training, the possibility to involve the LMF or even other CN node is also discussed in [Post122][060][AIML]. In our view, like for CSI and beam management training at NW-side, the need of such interaction between the gNB and LMF/CN nodes does not show to be advantageous. 
In a typical gNB-side model that has been evaluated by RAN1, a gNB-side model is used to estimate an unobserved direct path ToAs (TimeOfArrival). The gNB is connected for example to a certain number of TRPs, and for each of them, it performs the channel measurements to use as model input, from which it can derive (as model output) a certain number of unobserved direct path ToAs.
The estimated unobserved direct path ToAs are forwarded to the LMF to obtain UE’s positions using conventional positioning algorithms. Hence, to us, the gNB-side AIML positioning is used to assist positioning estimation at the LMF, which is ultimately the recipient of the gNB-side AIML positioning. Since the LMF is ultimately in charge of deriving the UE physical position, we believe that the LMF can provide the gNB with the ground truth labels corresponding to the gNB-side model output (e.g., ToA). After gNB receive the ground truth labels from LMF, the ground truth labels can be paired with the uplink measurements (e.g., UL SRS) to build training data samples, based on which the gNB can then train its model. Thus, the gNB is the model training entity for the gNB-side model.
Otherwise, if the LMF is required to build a gNB-side model, new signalling should be specified on the interface between the gNB and the LMF, e.g., to convey the channel measurements (e.g. UL SRS) from gNB to LMF for building up a training dataset. For model monitoring / model update / model fine-tuning, continuous signalling from gNB to LMF is required, e.g., feedbacks of how the gNB-side model provided by the LMF is behaving which may lead to a quite complicated and inefficient protocol. Moreover, the LMF may not be aware of all the gNBs properties which are necessary to make a model work. At this stage, besides the said measurements, it is not clear what other information the LMF would need from the gNB to build a model suitable for the gNB. 
Hence, we believe that this is an unnecessary complication at this stage, and additionally the study of such protocols is not in the RAN2 domain (it should be done by RAN3).
[bookmark: _Toc146873623]The LMF may be in charge of providing ground-truth labels to the gNB for the gNB-side models, but the need for the LMF to build a gNB-side model for the gNB is unclear and it should not be studied in RAN2.
Thus, given the gNB-side positioning models use case, we propose the following.
[bookmark: _Toc146873620]For training of gNB-side models for the positioning use cases, remove the “[FFS: LMF]” as potential training entity, hence as model transfer entity.  
2.3.4	gNB-side model performance monitoring/control
As per the above arguments, the only node that performs performance monitoring of gNB-side models is the gNB. Involvement of other nodes does not make sense, since all the information needed to perform performance monitoring is already available at the gNB.
[bookmark: _Toc146829921][bookmark: _Toc146873621]For training of gNB-side models for the positioning use cases, remove the “[FFS: LMF]” as potential entity for performance monitoring/control.
[bookmark: _Toc109400796][bookmark: _Toc109400797][bookmark: _Toc109400798][bookmark: _Toc109400799][bookmark: _Toc109400800][bookmark: _Toc109400801][bookmark: _Toc109400802][bookmark: _Toc109400803][bookmark: _Toc109400804][bookmark: _Toc109400805][bookmark: _Toc109400806][bookmark: _Toc109400807][bookmark: _Toc109400808][bookmark: _Toc109400809][bookmark: _Toc109400810][bookmark: _Toc109400811][bookmark: _Toc109400812][bookmark: _Toc109400813][bookmark: _Toc109400814][bookmark: _Toc109400815][bookmark: _Toc109400816][bookmark: _Toc109400817][bookmark: _Toc109400818][bookmark: _Ref189046994]3	Conclusion
In the previous sections we made the following observations: 
Observation 1	For training of NW-side models, there is no technical motivation to consider CN involvement, and the potential involvement of a NW-controlled OTT server does not have impact in 3GPP.
Observation 2	The LMF may be in charge of providing ground-truth labels to the gNB for the gNB-side models, but the need for the LMF to build a gNB-side model for the gNB is unclear and it should not be studied in RAN2.

Based on the discussion in the previous sections we propose the following:
Proposal 1	For the two-sided, there is no clear technical advantage of considering a CN-based training scenario. Hence, remove the “[FFS: CN]” as potential training entity.
Proposal 2	For training of NW-side models for the beam management use cases, remove the “[FFS: CN, OTT server]” as potential training entity, and hence as model transfer entity.
Proposal 3	For training of UE-side models for the beam management use cases, remove the “[FFS: gNB, OAM, CN]” as potential training entities, and hence as model transfer entities.
Proposal 4	For UE-side model training for the beam management use cases, RAN2 agrees that it is left to SA WGs to study whether certain AIML procedures, e.g. model training, model transfer, collected data transfer, etc, have an impact in SA protocols.
Proposal 5	For training of UE-side models for the positioning use cases, remove the “[FFS: LMF, OAM, CN]” as potential training enties, and hence as model transfer entities.
Proposal 6	For UE-side model training for the positioning use cases, RAN2 agrees that it is left to SA WGs to study whether certain AIML procedures, e.g. model training, model transfer, collected data transfer, etc, have an impact in SA protocols.
Proposal 7	For training of gNB-side models for the positioning use cases, remove the “[FFS: LMF]” as potential training entity, hence as model transfer entity.
Proposal 8	For training of gNB-side models for the positioning use cases, remove the “[FFS: LMF]” as potential entity for performance monitoring/control.
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