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[bookmark: _Ref131412611]1	Introduction
[bookmark: _Ref178064866]From previous meeting agreements and related discussions, in this paper we provide our views on what RAN2 should focus on, when it comes to collection of data for the AIML for PHY SI, while also sharing our thoughts with respect to the previously endorsed table in R2-2302286. 
2	Discussion
During RAN2#122, RAN2 spent time analysing the possible requirements of data collection frameworks. In this paper, we further analyse those methods, and we try to describe how those can be adopted (if possible) in the context of AIML.
In particular, during RAN2#122, the following agreements were taken:
	RAN 2 assumes that for the data collection in some scenarios (e.g., internal data up to implementation or the existing data are enough), possibly no RAN2 specification effort is needed in some scenarios, e.g. (not exhaustive):
- For model inference of UE-sided model, input data for model inference is available inside the UE.
- For UE-side (real time) monitoring of UE-sided model, performance metrics are available inside the UE. UE can independently monitor a model's performance without any data input from NW.

P2a: LS to ask RAN1 to provide the required data content per use case and per LCM purpose, when available, and to what extent said data would / should be specified (in detail).
P2b: LS to ask RAN1 about the reporting type (e.g., periodic, event triggered, other) of the identified data content. 
P3: LS to ask RAN1 about the typical size (value or value range) of the identified data content. 
P4a: For the latency requirement of data collection, RAN2 assumes:
- for all types of offline model training (i.e., UE- /NW-/ two-sided model training), there is no latency requirement for data collection 
- for model inference, when required data comes from other entities, there is a latency requirement for data collection
- for model monitoring, when required monitoring data (e.g., performance metric) comes from the other entities, there is a latency requirement for data collection.
P4b: LS to RAN1 to confirm the WA (in P4a) on the latency requirement, and ask RAN1 about the typical latency requirement (value or value range) to transfer the identified data content. 

P6a: RAN2 assumes that the analysis/selection of the data collection frameworks should focus on the RRC_CONNECTED state (for both data generation and reporting). Analysis and potential enhancement on the non-connected state can be revisited when needed.
P6b: LS to RAN1 to confirm the WA (in P6a) on RRC state of data collection. 
P5a: For the data generation entity and termination entity deployed at different entities, RAN2 assumes:
For CSI enhancement and beam management use cases:
- For model training, training data can be generated by UE/gNB and terminated at gNB/OAM/OTT server.
- For NW-sided model inference, input data can be generated by UE and terminated at gNB.
- For UE-side model inference, input data/assistance information can be generated by gNB and terminated at UE.
- For model monitoring at NW side, performance metrics can be generated by UE and terminated at gNB.
For positioning enhancement use case:
- For model training, training data can be generated by UE/gNB and terminated at LMF/OTT server.
- For NW-sided model inference, input data can be generated by UE/gNB and terminated at LMF and/or gNB.
- For UE-side model inference, input data/assistance information can be generated by LMF/gNB and terminated at the UE.
- For model monitoring at NW side, performance metrics can be generated by UE/gNB and terminated at LMF.
P5b: LS to RAN1 to confirm the WA (in P5a) on the generation entity and termination entity of the identified data content and ask for supplement, if any.




From the above agreements, we assume that the RAN2 assumptions on the requirements related to data collection will be studied now in RAN1. In the following, we present our view on the data collection frameworks taking into account the RAN2 assumptions on the requirements.
During RAN2#121, RAN2 endorsed in R2-2302286 a table identifying potential data collection frameworks. The table serves as a starting point and could be modified according to the SI progress. 
The frameworks identified by RAN2 for possible data collection used are listed in the follow:
1. Logged MDT
2. Immediate MDT
3. L3 measurements
4. L1 measurement (CSI reporting)
5. UAI
6. Early measurements
7. LPP
2.1	NW-side models for CSI prediction/beam management
2.1.1	Training
To evaluate the suitability data collection frameworks for NW-side training, we have to take into account the requirements of the data collection procedures for training. For example, data collection for training does not have stringent latency requirements, whereas data overhead may be a concern, since a UE may be asked to perform training on certain resources for a relatively long time. Hence, it seems an overkill solution to require the UE to continuously transmit “real-time” type of measurements. That may have an implication not only on the UE battery consumption and overall signalling overhead in the system, but also on the coexistence with existing measurement reports used for scheduling, link adaptation and mobility/RRM purposes, that instead require “real-time” type of reporting. Additionally, signalling flexibility should also be considered when discussing the data collection frameworks. With the growing interest of AIML, it is likely that in the next releases, new RAN-related AIML uses cases will be introduced in 3GPP. The agreed data collection framework should ensure easily extendibility when new type of data/measurements will need to be introduced in 3GPP. Obviously, the UE power consumption (including computational), memory storage, and hardware requirements should considered as already addressed in TR 38.843.
[bookmark: _Ref146724322][bookmark: _Toc146873788]When assessing the suitability of framework for data collection for NW-side model training, RAN2 should consider the data collection requirements in terms of latency overhead, data overhead, signalling overhead, UE energy consumption, signalling flexibility.

Related to NW-side training, two possible alternatives can be studied by RAN2, i.e. a gNB centric data collection and a UE-centric data collection. The gNB-centric data collection implies that the gNB initiates and terminates the data collection.
[bookmark: _Toc146873789]For training of NW-side models, RAN2 discusses the suitability of data collection frameworks for gNB-centric data collection. 
[bookmark: _Toc146873790]For training of NW-side models, the gNB-centric data collection implies that the gNB configures the UE to transfer data and initiates/terminates a data transferring session.
Related to an OAM-centric data collection, the suitability of data collection frameworks for the case of OAM-centric data collection can be also studied in RAN2.
[bookmark: _Toc146873791]For training of NW-side models, RAN2 discusses the suitability of data collection frameworks for OAM-centric data collection.
[bookmark: _Toc146873792]For training of NW-side models, the OAM-centric data collection implies that the OAM initiates and terminates the data collection from the UE.
For OAM-centric data collection, we could draw inspiration from logged MDT’s framework for NW-side model training, given that training may imply large of amount of data to be transmitted with no critical delay requirements. In fact, in logged MDT, the UE logs certain measurements while being in RRC_IDLE/INACTIVE and it temporarily stores those measurements until the network requests them. Since a great amount of data may have been collected by the UE, the UE can also signal to the network whether there are additional RRC segments available containing MDT info. This way the network can keep requesting the UE to transmit the remaining information.
However, logged MDT can only be enabled for idle/inactive UEs, which is obviously a limitation for the AIML use cases. In fact, unlike the logged MDT, the immediate MDT is based on existing RRC reporting procedures. Hence, the specification impact of immediate MDT is smaller and require less coordination between SA WGs, since it can be built on top of existing RRC reporting procedures. 
[bookmark: _Toc146873793]For OAM-centric data collection RAN2 considers immediate MDT as baseline.
On the other hand, for gNB-centric data collection for NW-side model, a L3 data collection framework or a L1 collection framework seem to be the alternative. The usage of MDT for gNB-centric data collection does not make that much sense, because the MDT framework is not initiated, controlled and terminated at the OAM. Hence, that is definitely more suitable for the OAM-centric data collection, rather than for the gNB-centric data collection.
On the other hand, for gNB-centric data collection for NW-side model, a L3 data collection framework or a L1 collection framework seem to be the alternative. The usage of MDT for gNB-centric data collection does not make that much sense, because the MDT framework is not initiated, controlled and terminated at the OAM. Hence, that is definitely more suitable for the OAM-centric data collection, rather than for the gNB-centric data collection.
On the decision whether to adopt L1 or L3 collection framework, the requirements in Proposal 1 should be taken into account. For example, if the UE is expected to collect large amount of data with no “real-time” requirements, it seems an overkill to use L1 signalling which is instead designed with the intention to provide “real-time” measurements to enable the network to take “real-time” decisions, on e.g. link adaptation, scheduling, power control, etc. Requiring the UE to transmit every single sample of data collected for NW-side training, e.g. in UCI, seems to be a demanding solution for the UE and for the overall spectral efficiency, also considering that at the same time the UE would need to report legacy L1 signalling for legacy purposes. 
Further using only L1 “real time” reporting of measurements for training would indirectly limit the possibility to perform training on many UEs at the same time, because the wastage of over the air resources will be very high with many UEs continuously transmitting real time measurement. This would then increase the time for collecting the data, signalling overhead and also limit the possibility for network to perform training in high load scenarios.
Also in terms of signalling flexibility, L1 signalling may not be easily extendible with potential new use cases popping up in future releases.
[bookmark: _Toc131599096][bookmark: _Toc146873816]For training of NW-side models, the usage of L1 signalling for data collection may not be tailored to the requirements of data collection procedures, it may create excessive signalling overhead over the air interface, it may be demanding from the UE power/energy consumption, and it may not be easily extendible in future releases.
Nevertheless, the study of L1 signalling for this data collection purpose is up to RAN1, and RAN2 should focus on the study of L3 collection.
In particular, RAN2 should start addressing some basic principles for the data collection, taking into account the above mentioned requirements. Considering the use cases of CSI prediction/beam management in this Rel.18 SI, the UE may need to perform measurements at L1 on certain CSI-RS/SSB resources specifically configured for training purposes. The multiple measurement results taken by the UE at L1 at different point in times can be then reported to the network using L3 signalling. This would avoid the UE to continuously transmit individual real time samples of measurement, that would tremendously increase the UE power/energy consumption (especially if training is performed for long time), and potentially creating coexistence issues with legacy non-AIML related signalling, as well as potentially generating high signalling overhead (as previously described). 
One concern raised during the email discussion [Post123][059] is that the above approach implies the UE storing measurements for some time, and hence increasing the UE memory consumption. This is a valid concern that RAN2 should address. For example, RAN2 could study minimum UE requirements, as it is for MDT, so that the UE is not mandated to store an indefinite amount of data. As a reference, according to TS 38.306, it is noted that for logged MDT, the minimum memory size is 64KB.
Given the above considerations, the following is proposed:
[bookmark: _Toc146873794]For gNB-centric data collection for NW-side model, RAN2 to consider for the L3 data collection framework the following principles:
a. The L3 signalling reporting framework for NW-side model training should allow the UE to store sets of measurements and then report them to the gNB in multiple RRC messages (e.g. similar to the logged MDT).
b. The L3 signalling reporting framework for NW-side model training should allow the UE to store multiple measurements taken at different points in time and report them in a single RRC report.
c. The L3 signalling reporting framework for NW-side model training implies that the UE may be configured to report measurements periodically or upon fulfilling certain events.
d. [bookmark: _Toc146873798]A minimum requirement on the memory size should be considered to avoid excessive UE memory usage.
The above principles should be also considered for the OAM-centric data collection when the immediate MDT is used.
[bookmark: _Toc146873799]For OAM-centric data collection for NW-side model, RAN2 to consider for the immediate MDT data collection framework the following principles
e. a.	The Immediate MDT framework for NW-side model training should allow the UE to store sets of measurements and then report them in multiple RRC messages (e.g. similar to the logged MDT).
f. The Immediate MDT framework for NW-side model training should allow the UE to store multiple measurements taken at different points in time and report them in a single RRC report.
g. The Immediate MDT framework for NW-side model training should allow the network to configure the UE to report measurements periodically or upon fulfilling certain events.
h. [bookmark: _Toc146873803]A minimum requirement on the memory size should be considered to avoid excessive UE memory usage.
2.1.2	Performance monitoring
For performance monitoring of NW-side models, the NW can in principle use off-the-shelf techniques to evaluate the performance of its own models, e.g., legacy L1/L3 measurements. For example, the network can monitor system/link level performance (e.g., throughput, number of beam failures, number of beam switches) of the users whose transmissions/receptions are scheduled/configured based on the NW-side beam prediction model output. By comparing the system/link level performance statistics to a target system KPI(s), the NW can detect or predict potential system/link performance degradation, thereby, triggering LCM actions like fallback and, subsequently, perform error cause analysis if needed.
Whether there is the need to improve the current L1 reporting or L3 RRC measurements for the sake of NW-side model monitoring should be however studied in RAN1. For example, the UE may need to be configured to collect data within a time window and then report measurement samples in the measured period, i.e., somewhat like the data collection mechanism for training, but with a different time scale.
[bookmark: _Toc146873804]For NW-side performance monitoring, RAN2 waits for RAN1 input on the need to enhance the L1 reporting configuration or the L3 RRC measurement configuration and reporting.
2.2	UE-side models for CSI prediction/beam management
2.2.1	Training
During the last RAN2 meetings, it was discussed at length in RAN2 whether data collection protocols available outside RAN could be used for the purpose of UE-side model training. In particular, EVEX was considered to be a viable candidate. From our point of view, the need of any enhancements to protocols defined by other WGs should not be discussed in RAN2. RAN2 has agreed as baseline that the UE-side training can be performed in a UE-vendor specific OTT server. We believe that the way the OTT server collects data does not affect RAN2 protocols and that should not be studied in RAN2.
[bookmark: _Toc146873805]The need of any enhancements to non-RAN data collection frameworks for UE-side models should be studied in SA WGs.
Nevertheless, even if the way the data are collected by the OTT server is outside RAN2 scope, some RAN2 impact may be expected. For example, the UE may need to indicate to the network the need to start performing training. That is both to make 1) the gNB aware of that, but also 2) to allow the UE to indicate to the RAN the need of specific radio configurations to perform training. 
[bookmark: _Toc146873806]For UE-side model training, RAN2 studies the principles to enable RAN-awareness of data collection for UE-side model training.
gNB-awareness is important because in some cases, the gNB may prefer the UE prioritizing legacy non-AIML related operations, for example if the UE is in bad coverage situation, or if the UE is transmitting high priority traffic, or if some UE performance degradation in ordinary operations is expected. 
A second aspect is the possibility for the UE to request specific radio configurations, since the UE may need to perform training on specific resources that only the UE may be aware. The gNB may then configure the UE accordingly, and allow the UE to start performing the data collection. 
Similarly, once the data collection is completed, the UE may need to signal that training is completed, so that the network can for example reconfigure the UE. The need for the UE to transfer collected data to the OTT server needs also to be signalled by the network, so that the network can allocate resources for the data transfer and ensure at the same time that QoS is guaranteed, but also to avoid overload.
[bookmark: _Toc146873807]For UE-side model training, RAN2 considers the following signalling for the RAN-awareness:
i. [bookmark: _Toc146873808]The UE indicating the request to start/pause/stop the UE-side model training.
j. [bookmark: _Toc146873809]The UE indicating the preferred configuration to enable proper UE-side model training.
k. [bookmark: _Toc146873810]The UE indicating the request to transfer collected data.

At a first glance, this task could be accomplished by the UE Assistance Information framework (UAI), but the suitability of UAI can be also discussed later, e.g. in WI phase.
2.2.2	Performance monitoring
For UE-side performance monitoring at the UE, the UE can independently monitor its own system/link level performance and it can detect or predict potential performance degradation. So RAN2 does not need to focus on data collection for UE-side performance monitoring at the UE.
However, the UE may also report measurements/events that were performed as a consequence of a certain model being used at the UE. Although the network may not know which model the UE is using, the UE can report to the network information on whether a certain AIML functionality is working properly.
To this end, the following agreement was taken in RAN2#122:
	- For model monitoring at NW side, performance metrics can be generated by UE and terminated at gNB.




The UE may report performance results of model monitoring to the NW, e.g. accuracy performances, as well as the (non)applicability of a certain AIML functionality. 
For this, a mixture of a layer-1, or layer-2, or layer-3 mechanism might be needed. Which specific layer to adopt may depend on the type of information, and on the amount of information to be reported, as well as on RAN1 discussion.
[bookmark: _Toc131599108][bookmark: _Toc146873811]For UE-side model´s performance monitoring at gNB, RAN2 to focus on impacts in layer-2, or layer-3 (possibly including some layer-1 related measurements) for reporting of the outcome of performance monitoring (e.g. performance monitoring results, (non)applicability of AIML functionality). Layer-1 details are left to RAN1.
2.3	Positioning use cases
As a next step, positioning use case should be analysed. The mapping of functionalities to entities was agreed as baseline during last RAN2#123 meeting, and similar to the case of CSI prediction/beam management that should be considered.
Starting from UE-side model, the following table is used as reference:
Table 4: The mapping of functions to physical entities for positioning with UE-side model (case 1 and 2a) 
	Use case
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	UE-side OTT server, UE, [FFS: LMF, OAM, CN]

	b)
	Model transfer/delivery
	UE-side OTT server->UE, [FFS: LMF->UE, OAM->UE, CN->UE]

	c)
	Inference
	UE

	d)
	Model/functionality monitoring
	UE, LMF

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	UE if monitoring resides at UE, 
LMF if monitoring resides at UE or LMF



Similar to the case of CSI prediction/beam management, RAN2 should study the expected impact in the interface between the UE and LMF to enable proper training at the UE. At least impact in LPP is expected.
[bookmark: _Toc146873812]Related to UE-side training for positioning use cases, RAN2 to study LPP signalling impact.
On the LMF-side model, the following table has to be used as reference: 
Table 5: The mapping of functions to entities for positioning with LMF-side model (case 2b and 3b) 
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	LMF

	b)
	Model transfer/delivery
	N/A

	c)
	Inference
	LMF

	d)
	Model/functionality monitoring
	LMF

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	LMF



Similar to the case of CSI prediction/beam management for the gNB-side models, RAN2 should study the expected impact in the interface between the UE and LMF to enable proper training at the LMF. At least impact in LPP is expected.
[bookmark: _Toc146873813]Related to LMF-side training for positioning use cases, RAN2 to study LPP signalling impact.
On the gNB-side model, the following table has to be used as reference:
Table 6: The mapping of AI/ML functions to entities for positioning with gNB-side model (case 3a) 
	Use case
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	gNB, OAM, [FFS: LMF]

	b)
	Model transfer/delivery
	OAM->gNB, [FFS: LMF->gNB]

	c)
	Inference
	gNB

	d)
	Model/functionality monitoring
	gNB, [FFS: LMF]

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	gNB, [FFS: LMF]



Similar to the case of CSI prediction/beam management for the gNB-side models, RAN2 should study the expected impact in the interface between the UE and gNB to enable proper training at the gNB. Configuration aspects and reporting aspects may be considered. 
[bookmark: _Toc146873814]Related to gNB-side training for positioning use cases, RAN2 to study impacts on UE configurations and reporting.
2.4	Summary
The table in the Annex summarises the suitability of the various existing legacy frameworks, taking into account the sidedness of the model, and the entity terminating/initiating the data collection.
[bookmark: _Toc146873815]For CSI/beam management use cases, RAN2 to agree to Table 1 in Annex A which maps LCM functions to the various existing data collection frameworks considering; the sidedness of the model, and the entity terminating/initiating the data collection. 
[bookmark: _Toc109400796][bookmark: _Toc109400797][bookmark: _Toc109400798][bookmark: _Toc109400799][bookmark: _Toc109400800][bookmark: _Toc109400801][bookmark: _Toc109400802][bookmark: _Toc109400803][bookmark: _Toc109400804][bookmark: _Toc109400805][bookmark: _Toc109400806][bookmark: _Toc109400807][bookmark: _Toc109400808][bookmark: _Toc109400809][bookmark: _Toc109400810][bookmark: _Toc109400811][bookmark: _Toc109400812][bookmark: _Toc109400813][bookmark: _Toc109400814][bookmark: _Toc109400815][bookmark: _Toc109400816][bookmark: _Toc109400817][bookmark: _Toc109400818][bookmark: _Ref134612902]3	Conclusion
In the previous sections we made the following observations: 
Observation 1	For training of NW-side models, the usage of L1 signalling for data collection may not be tailored to the requirements of data collection procedures, it may create excessive signalling overhead over the air interface, it may be demanding from the UE power/energy consumption, and it may not be easily extendible in future releases.
[bookmark: _Ref189046994]
Based on the discussion in the previous sections we propose the following:
Proposal 1	When assessing the suitability of framework for data collection for NW-side model training, RAN2 should consider the data collection requirements in terms of latency overhead, data overhead, signalling overhead, UE energy consumption, signalling flexibility.
Proposal 2	For training of NW-side models, RAN2 discusses the suitability of data collection frameworks for gNB-centric data collection.
Proposal 3	For training of NW-side models, the gNB-centric data collection implies that the gNB configures the UE to transfer data and initiates/terminates a data transferring session.
Proposal 4	For training of NW-side models, RAN2 discusses the suitability of data collection frameworks for OAM-centric data collection.
Proposal 5	For training of NW-side models, the OAM-centric data collection implies that the OAM initiates and terminates the data collection from the UE.
Proposal 6	For OAM-centric data collection RAN2 considers immediate MDT as baseline.
Proposal 7	For gNB-centric data collection for NW-side model, RAN2 to consider for the L3 data collection framework the following principles:
a.	The L3 signalling reporting framework for NW-side model training should allow the UE to store sets of measurements and then report them to the gNB in multiple RRC messages (e.g. similar to the logged MDT).
b.	The L3 signalling reporting framework for NW-side model training should allow the UE to store multiple measurements taken at different points in time and report them in a single RRC report.
c.	The L3 signalling reporting framework for NW-side model training implies that the UE may be configured to report measurements periodically or upon fulfilling certain events.
d.	A minimum requirement on the memory size should be considered to avoid excessive UE memory usage.
Proposal 8	For OAM-centric data collection for NW-side model, RAN2 to consider for the immediate MDT data collection framework the following principles
a.	a. The Immediate MDT framework for NW-side model training should allow the UE to store sets of measurements and then report them in multiple RRC messages (e.g. similar to the logged MDT).
b.	The Immediate MDT framework for NW-side model training should allow the UE to store multiple measurements taken at different points in time and report them in a single RRC report.
c.	The Immediate MDT framework for NW-side model training should allow the network to configure the UE to report measurements periodically or upon fulfilling certain events.
d.	A minimum requirement on the memory size should be considered to avoid excessive UE memory usage.
Proposal 9	For NW-side performance monitoring, RAN2 waits for RAN1 input on the need to enhance the L1 reporting configuration or the L3 RRC measurement configuration and reporting.
Proposal 10	The need of any enhancements to non-RAN data collection frameworks for UE-side models should be studied in SA WGs.
Proposal 11	For UE-side model training, RAN2 studies the principles to enable RAN-awareness of data collection for UE-side model training.
Proposal 12	For UE-side model training, RAN2 considers the following signalling for the RAN-awareness:
a.	The UE indicating the request to start/pause/stop the UE-side model training.
b.	The UE indicating the preferred configuration to enable proper UE-side model training.
c.	The UE indicating the request to transfer collected data.
Proposal 13	For UE-side model´s performance monitoring at gNB, RAN2 to focus on impacts in layer-2, or layer-3 (possibly including some layer-1 related measurements) for reporting of the outcome of performance monitoring (e.g. performance monitoring results, (non)applicability of AIML functionality). Layer-1 details are left to RAN1.
Proposal 14	Related to UE-side training for positioning use cases, RAN2 to study LPP signalling impact.
Proposal 15	Related to LMF-side training for positioning use cases, RAN2 to study LPP signalling impact.
Proposal 16	Related to gNB-side training for positioning use cases, RAN2 to study impacts on UE configurations and reporting.
Proposal 17	For CSI/beam management use cases, RAN2 to agree to Table 1 in Annex A which maps LCM functions to the various existing data collection frameworks considering; the sidedness of the model, and the entity terminating/initiating the data collection.
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4	Annex A – Analysis of suitability of the legacy data collection frameworks 

	
	Model Training
	Model Performance monitoring

	
	NW-side
	UE-side (only UE-centric)
	NW-side
	UE-side

	
	gNB-centric data collection
	OAM-centric data collection
	
	gNB-centric data collection
	OAM-centric data collection
	Monitoring at UE
	Monitoring at gNB

	Logged MDT
	Not suitable: in MDT the initiation of the reporting session and the data collection termination point is in the TCE/OAM.
	Suitable, provided that enhancements are at least introduced for logging in RRC-Connected mode.
	Not suitable: The training is performed by the UE (possibly with the aid of OTT server). No need to report trained results to the OAM for the UE-side training.
	Not suitable: performance monitoring has stringent latency requirements. Moreover, in MDT the initiation of the reporting session and the data collection termination point is in the TCE/OAM.
Additionally, logged MDT measurements are not done in RRC Connected state. 
	Not suitable: performance monitoring has stringent latency requirements.
	Not suitable: in MDT the initiation of the reporting session and the data collection termination point is in the TCE/OAM.
	Not suitable: performance monitoring has stringent latency requirements. Moreover, in MDT the initiation of the reporting session and the data collection termination point is in the TCE/OAM.

	Immediate MDT
	Not suitable: in MDT the initiation of the reporting session and the data collection termination point is in the TCE/OAM.
	Suitable: in Immediate MDT, the initiation of the reporting session and the data collection termination point is in the TCE/OAM, and it works in RRC_Connected mode. Some enhancements may be potentially needed related to large data volume reporting
	Not suitable: The training is performed by the UE (possibly with the aid of OTT server). No need to report trained results to the OAM for the UE-side training.
	Not suitable: in MDT the initiation of the reporting session and the data collection termination point is in the TCE/OAM.
	Suitable: in Immediate MDT, the initiation of the reporting session and the data collection termination point is in the TCE/OAM, and it works in RRC_Connected mode.
	Not suitable: in MDT the initiation of the reporting session and the data collection termination point is in the TCE/OAM.
	Not suitable: in MDT the initiation of the reporting session and the data collection termination point is in the TCE/OAM.

	L3 Measurements
	Suitable provided that enhancements are introduced for the reporting to the gNB of multiple samples of measurements which are stored by the UE during measurement period.
	Not suitable: L3 measurements are configured by the gNB and reported to the gNB.
	Not suitable: The training is performed by the UE (possibly with the aid of OTT server). No need to report trained results to the gNB for the UE-side training.
	Suitable: up to RAN1 to discuss what enhancements are needed.
	Not suitable: L3 measurements are configured by the gNB and reported to the gNB.
	Not suitable: if the monitoring occurs at the UE, L3 measurements are not suitable because they are configured by the gNB and reported to the gNB.
	Suitable: L3 measurements can be used by the UE to report its model/function applicability conditions, performance monitoring results. FFS in RAN1/2 what should be reported.

	L1 Measurement (CSI reporting)
	Not suitable: there are no stringent latency requirements for training, and data overhead can be an issue.
	Not suitable: L1 measurements are configured by the gNB and reported to the gNB.
	Not suitable: The training is performed by the UE (possibly with the aid of OTT server). No need to report trained results to the gNB for the UE-side training.
	Suitable: up to RAN1 to discuss what enhancements are needed.
	Not suitable: L1 measurements are configured by the gNB and reported to the gNB.
	Not suitable: if the monitoring occurs at the UE, L1 measurements are not suitable because they are configured by the gNB and reported to the gNB.
	Not suitable: For the reporting of model/fucntion applicability conditions, accuracy performance, or desired configurations, L3 measurements or UAI seem more sutiable from RAN2 point of view. This assumption can be revisited based on RAN1 progress.

	UAI
	Not suitable: in legacy the information reported in the UAI and the triggering conditions for the reporting, are typically left to the UE implementation. Hence, it is not clear what would be the gain of UAI versus L3 measurements.
	Not suitable:UAI are configured by the gNB and reported to the gNB.
	Suitable: The UE can use UAI to request to the gNB some desired configurations in order to train the UE model.
	Not suitable: in legacy the information reported in the UAI and the triggering conditions for the reporting, are typically left to the UE implementation. Hence, it is not clear what would be the gain of UAI versus L3/L1 measurements.
	Not suitable:UAI are configured by the gNB and reported to the gNB.
	Not suitable: if the monitoring occurs at the UE, UAI is not applicable because it is reported to the gNB.
	Suitable: UAI can be used by the UE to report its model/function applicability conditions, performance monitoring results. FFS in RAN1/2 what should be reported. However, since L3 measurements can also be used for the same purpose, RAN2 should discuss whether L3 measurements or UAI is more suitable.

	Early Measurements
	Not suitable: in legacy the early measurements are collected while in IDLE/INACTIVE mode. So it is not clear what would be the gain of Early Measurements versus L3 measurements
	Not suitable: early measurements are configured by the gNB and reported to the gNB.
	Not suitable: The training is performed by the UE (possibly with the aid of OTT server). No need to report trained results to the gNB for the UE-side training.
	Not suitable: in legacy the early measurements are collected while in IDLE/INACTIVE mode, whereas performance monitoring of NW-side models should be based on UE operations while in connected mode.
	Not suitable: early measurements are configured by the gNB and reported to the gNB.
	Not suitable: if the monitoring occurs at the UE, early measurements are not suitable because they are configured by the gNB and reported to the gNB.
	Not suitable: in legacy the early measurements are collected while in IDLE/INACTIVE mode. So it is not clear what would be the gain of Early Measurements versus L3 measurements reporting or UAI.

	LPP
	N/A: LPP is not applicble to CSI and beam management use cases
	N/A: LPP is not applicble to CSI and beam management use cases
	N/A: LPP is not applicble to CSI and beam management use cases
	N/A: LPP is not applicble to CSI and beam management use cases.
	N/A: LPP is not applicble to CSI and beam management use cases
	N/A: LPP is not applicble to CSI and beam management use cases
	N/A: LPP is not applicble to CSI and beam management use cases
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