3GPP TSG-RAN WG2 #123bis	R2-2311024
Xiamen, China, October 9 – 13, 2023

Agenda Item:	7.16.2.3
Source:	Ericsson
Title:	Model transfer (Way Forward) 
Document for:	Discussion, Decision
1	Introduction
[bookmark: _Ref178064866]The original set of identified RAN2 solutions to transfer/deliver an AIML model can be found below (this is the corresponding RAN2#121 agreement):
	· Solution 1a: gNB can transfer/deliver AI/ML model(s) to UE via RRC signalling.
· Solution 2a: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via NAS signalling.
· Solution 3a: LMF can transfer/deliver AI/ML model(s) to UE via LPP signalling.
· Solution 1b: gNB can transfer/deliver AI/ML model(s) to UE via UP data.
· Solution 2b: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via UP data.
· Solution 3b: LMF can transfer/deliver AI/ML model(s) to UE via UP data.
· Solution 4: Server (e.g. OAM, OTT) can transfer/delivery AI/ML model(s) to UE (e.g. transparent to 3GPP).



During RAN2#121, it was also agreed that the Table in R2-2302268 (see Annex B below) could serve as a starting point for continued discussion when it comes to studying model transfer/delivery from a network entity (e.g., gNB, CN, server) to the UE. The table represents a qualitative analysis of the solutions.
And while the Table might still be useful when it comes to thinking of TR recommendations, there are divergent views in RAN2 regarding what should (or not) be included in the different description fields. 

Therefore, instead, we believe that RAN2 should now focus on considering RAN2#123’s agreements on “function-to-entity mapping” in R2-2308286 (see Annex A below) and aim to analyse the feasibility, benefits and specification impact of those selected solutions. From this, and as we show in the Sections below, the list of suitable solutions can drastically be reduced. For which RAN2 can then draw inspiration from the concerning aspects in the Table in R2-2302268) while trying to conclude on the model transfer matters. 
In addition to what we have mentioned above, as requested by operators, RAN2 should now also discuss potential control mechanisms or enabling NW awareness over model transfer procedures (e.g., for the sake of resource management).
2	Discussion
2.1	Selected solutions, RAN2 impact and TR recommendation
The table below shows the options that RAN2 have agreed to consider for model transfer for each of the Study Item use cases as per the function-to-entity mapping discussion (the table is a collection of Proposals 1 to 6 in R2-2308286 that were agreed in RAN2#123). 
	Use case
	Involved entities when transferring models

	CSI feedback enhancement
	For training Type 1:
· gNB->UE, or
· OAM->gNB&UE, or
· OTT server->gNB&UE, or
· UE->gNB
For training Type 3:
· For UE part of two-sided model:
· OTT server->UE
· For NW part of two-sided model:
· OAM->gNB

	Beam management / UE-side model
	UE-side OTT server->UE

	Beam management / NW-side model
	OAM->gNB

	Positioning accuracy enhancement /
UE-side model (case 1 and 2a)
	UE-side OTT server->UE

	Positioning accuracy enhancement /
LMF-side model (case 2b and 3b)
	N/A

	Positioning accuracy enhancement /
gNB-side model (case 3a)
	OAM->gNB



We can start by highlighting that while the OTT server->gNB/UE and the OAM->gNB model transfer options are viable solutions; they do not (directly) impact RAN2 specification. In this regard, the only options directly impacting RAN2 specification (see highlighted text in the table) are those linked to the CSI use case with Type 1 training (i.e., when there is joint training between UE and NW sides).
Let us then focus on the CSI use case before moving on.
[bookmark: _Toc146871176]The gNB->UE or UE->gNB model transfer solutions directly impact RAN2.

2.1.1	Focused discussion: Two-sided CSI model
The OAM->gNB&UE model transfer case above requires some further clarification, as there might eventually be an indirect impact on RAN2. This, since there is no direct interface between the OAM and the UE, it seems that the option would be for the OAM to firstly provide the model to the gNB, and then the gNB provides the model to the UE. On this matter, it is quite clear that the main specification impact is in SA5, and SA5 should provide guidance on how to realize this type of model transfer. RAN2 can then discuss the specification impact on RAN2 protocols. 
[bookmark: _Toc146871181]For the two-sided model CSI use cases, the OAM->gNB&UE model transfer scenario has no direct RAN2 impact. Coordination with SA5 is needed if this option is supported.

Similarly, for the OTT server->gNB&UE case above, there seems to be no direct impact in RAN2 signalling protocols when it comes to how the model is transferred. The impact might instead be in SA2.
[bookmark: _Toc146871182]For the two-sided model CSI use cases, the OTT server->gNB&UE model transfer scenario has is no direct RAN2 impact. 

Therefore, the only case in which it is expected to have direct RAN2 interface impact is when considering Type 1 training, and for the gNB->UE and UE->gNB model transfer subcases. However, for these subcases, our understanding is that both RAN1 and RAN2 are solely focusing (if needed) on gNB-to-UE, and not on the UE-to-gNB case. This can indeed be seen in what RAN2 concluded for the original set of identified solutions (please refer to Section 1 of this document).  
[bookmark: _Toc146871177]When considering model transfer for the two-sided model CSI use case with joint NW/UE training, both RAN2 and RAN1 are not focusing on the UE-to-gNB scenario.    
[bookmark: _Toc146871183]For the two-sided model CSI use case with joint NW/UE training, RAN2 focuses on model transfer procedures from gNB->UE.

2.1.2	Downselecting solutions
Let us come back to the set of solutions identified by RAN2 to achieve model transfer. From the discussion above (and as per the agreements we have so far, i.e., FFSs excluded) we are left with the following:
	· Solution 1a: gNB can transfer/deliver AI/ML model(s) to UE via RRC signalling.
· Solution 2a: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via NAS signalling.
· Solution 3a: LMF can transfer/deliver AI/ML model(s) to UE via LPP signalling.
· Solution 1b: gNB can transfer/deliver AI/ML model(s) to UE via UP data.
· Solution 2b: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via UP data.
· Solution 3b: LMF can transfer/deliver AI/ML model(s) to UE via UP data.
· Solution 4: Server (e.g. OAM, OTT) can transfer/delivery AI/ML model(s) to UE (e.g. transparent to 3GPP).



However, it is not clear to us how Solution 1b would work, as a gNB-to-UE model transfer using the UP seems to go against the typically discussed 3GPP architecture (stack). In this regard, the gNB, in itself, does not terminate the UP data. Instead, in 5G architecture, the UP data is typically terminated at the UPF. 
In other words, the gNB does not transfer UP data directly to the UE, but rather communicates with other network entities/functions which then manage the UP data transfer to/from the UE. Hence, for this case, a gNB would “simply” be responsible for radio-related functions and interacts with these other NW functions/entities to route UP data appropriately.
[bookmark: _Toc146871178]RAN2’s model transfer “Solution 1b” does not appear as viable. If UP is to be considered, then Solution 1b should be generalized as, e.g., “Solution 1b: AI/ML model(s) can be transferred/delivered to UE via UP data”.
[bookmark: _Toc146871179]For the identified gNB-to-UE model transfer solution for the two-sided model CSI use case with joint NW/UE training, the only viable solution appears to be Solution 1a (i.e., CP-based solution).    

But as stressed before, a CP-based solution does not come impact-free. Therefore, the following proposal. 
[bookmark: _Toc146871184]For the two-sided model CSI use case with joint NW/UE training (i.e., Type 1 training), if RAN2 considers a CP-based gNB->UE model transfer solution there is a need to highlight its implications (i.e., spec. impacts). 

Therefore, we suggest capturing the following in the TR as recommendation for the normative phase.
[bookmark: _Toc146871185]In the TR, RAN2 highlights and acknowledges that there are viable model transfer solutions that do not (directly) impact RAN2 specifications. This should be considered towards a potential normative phase.

2.2	Model transfer control
The following was captured in RAN2#123 meting notes:
	R2-2308022	Discussion on gNB/LMF awareness of UE side model and functionality	Lenovo	discussion	Rel-18

[Note: The following Proposals were not captured in the notes, but represent the point of discussion below
Proposal 1	For AI based CSI/BM, to support model transfer Solution 2a/2b/4, RAN2 studies approaches for the gNB to be aware of the UE side/part model/functionality, e.g., by UE notification after the model transfer via UE initiated AI model/functionality identification procedure.
Proposal 2	For AI based positioning, to support model transfer Solution 4, RAN2 studies approaches for the LMF to be aware of the UE side model/functionality, e.g., by UE notification after the model transfer via UE initiated AI model/functionality identification procedure.]

-	AT&T and Verizon supports, RAN need to be involved, also for solutions for which the Model transfer-delivery is transparent to RAN.
-	Comments that we might not need to consider 2a2b as they are FFS in the physical entity mapping. 
-	Chair: considerable support but no final agreement. 
Noted

R2-2308178	Discussion on AI/ML Model Transfer/Delivery	MediaTek Inc.	discussion
-	Discussion not captured
Model transfer/delivery can be initiated in following two ways:
Reactive model transfer/delivery: an AI/ML model is downloaded when it is needed due to changes in scenarios, configurations, or sites.
FFS: Proactive model transfer/delivery: AI/ML models are pre-download to UE, and a model switch is performed when changes in scenarios, configurations, or sites occur.



First, as we have argued in the previous Section, we acknowledge that model transfer can/might need to happen to make the AIML-enabled features work, but how this is achieved appears to be out of RAN2 scope. 
However, as raised by operators during RAN2#123 discussion, there might be a need for the RAN to be “somehow” involved in the model transfer procedure, even when this is transparent to the RAN.
Note that right now, RAN2 have agreed that model transfer can be initiated reactively, i.e., transferred to the intended entity when needed. While a proactive approach (i.e., not needing for an event/trigger to happen) is FFS. 
In this regard, from a NW perspective, controlling when and how the UE is getting/transferring models seem to be necessary. Introducing gNB-awareness is important both to ensure efficient delivery of the model and to ensure limited impact in ordinary/legacy operations, as radio resources will be consumed for this purpose. In fact, in some cases, the gNB may prefer that the UE prioritizes legacy non-AIML related operations, for example if the UE is in a bad coverage situation, or if the UE is transmitting high priority traffic, or if some UE performance degradation under ordinary operations is expected. Additionally, in case the gNB is experiencing congestion issues, it might not be efficient from a system point of view to initiate the model transfer. 
[bookmark: _Toc146871180]Since an AIML model transfer may impact the system’s performance (e.g. radio resources are being used for such a matter), it appears reasonable to ensure some RAN-awareness.

There might be some possible solutions to achieve this. For example, the UE may request the gNB about the need to initiate a model transfer procedure. The gNB can then accept/reject this request. Alternatively, the OTT server can interact with the CN and the gNB to determine whether the model transfer can be performed or not, e.g., on the basis of radio resources availability at the gNB. However, in the latter case, it seems that the main impact is instead in SA2.
[bookmark: _Toc146739960][bookmark: _Toc146871186]For the OTT server -> UE model transfer case, RAN2 studies the principles to enable RAN-awareness, e.g., the UE requesting to the gNB the need to initiate a model transfer procedure from the OTT server. 

[bookmark: _Toc109400796][bookmark: _Toc109400797][bookmark: _Toc109400798][bookmark: _Toc109400799][bookmark: _Toc109400800][bookmark: _Toc109400801][bookmark: _Toc109400802][bookmark: _Toc109400803][bookmark: _Toc109400804][bookmark: _Toc109400805][bookmark: _Toc109400806][bookmark: _Toc109400807][bookmark: _Toc109400808][bookmark: _Toc109400809][bookmark: _Toc109400810][bookmark: _Toc109400811][bookmark: _Toc109400812][bookmark: _Toc109400813][bookmark: _Toc109400814][bookmark: _Toc109400815][bookmark: _Toc109400816][bookmark: _Toc109400817][bookmark: _Toc109400818][bookmark: _Ref189046994]3	Conclusion
In the previous sections we made the following observations: 
Observation 1	The gNB->UE or UE->gNB model transfer solutions directly impact RAN2.
Observation 2	When considering model transfer for the two-sided model CSI use case with joint NW/UE training, both RAN2 and RAN1 are not focusing on the UE-to-gNB scenario.
Observation 3	RAN2’s model transfer “Solution 1b” does not appear as viable. If UP is to be considered, then Solution 1b should be generalized as, e.g., “Solution 1b: AI/ML model(s) can be transferred/delivered to UE via UP data”.
Observation 4	For the identified gNB-to-UE model transfer solution for the two-sided model CSI use case with joint NW/UE training, the only viable solution appears to be Solution 1a (i.e., CP-based solution).
Observation 5	Since an AIML model transfer may impact the system’s performance (e.g. radio resources are being used for such a matter), it appears reasonable to ensure some RAN-awareness.

Based on the discussion in the previous sections we propose the following:
Proposal 1	For the two-sided model CSI use cases, the OAM->gNB&UE model transfer scenario has no direct RAN2 impact. Coordination with SA5 is needed if this option is supported.
Proposal 2	For the two-sided model CSI use cases, the OTT server->gNB&UE model transfer scenario has is no direct RAN2 impact.
Proposal 3	For the two-sided model CSI use case with joint NW/UE training, RAN2 focuses on model transfer procedures from gNB->UE.
Proposal 4	For the two-sided model CSI use case with joint NW/UE training (i.e., Type 1 training), if RAN2 considers a CP-based gNB->UE model transfer solution there is a need to highlight its implications (i.e., spec. impacts).
Proposal 5	In the TR, RAN2 highlights and acknowledges that there are viable model transfer solutions that do not (directly) impact RAN2 specifications. This should be considered towards a potential normative phase.
Proposal 6	For the OTT server -> UE model transfer case, RAN2 studies the principles to enable RAN-awareness, e.g., the UE requesting to the gNB the need to initiate a model transfer procedure from the OTT server.
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Annex A: Model transfer options as per the mapping of functions-to-entities
The following was captured/agreed in RAN2#123:
	R2-2308286	Report of [Post122][060][AIML] Mapping of functions to physical entities (CMCC)	CMCC	report	Rel-18	FS_NR_AIML_air
-	Quite long discussion
-	CMCC report that FFS items has support from 3 companies.
-	Chair Comment: These options represent several possibilities. RAN2 would typically have selected a specific architecture option, and for a WI, specific option(s) need to be selected. Hope it is possible to further narrow down during the SI. 
P1-P6 are agreed, it is expected that FFS items for which support is not increased will be removed.




Where Proposal 1 to Proposal 6 in R2-2308286 go as follow:
	For CSI feedback enhancement:
Proposal 1: The Table 1 can be used as starting point for discussion on mapping of AI/ML functions to physical entities for CSI compression with two-sided model.
Table 1: The mapping of functions to physical entities for CSI compression with two-sided model
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training(offline training)
	gNB, OAM, OTT server, UE, [FFS: CN]

	b)
	Model transfer/delivery
	For training Type 1: gNB->UE, or OAM->gNB&UE, or OTT server->gNB&UE, or UE->gNB, [FFS: CN->gNB&UE]
For training Type 3: 
· For UE part of two-sided model: OTT server->UE, [FFS: CN->UE]; 
· For NW part of two-sided model: OAM->gNB, [FFS: CN->gNB]; 

	c)
	Inference
	NW part of two-sided model: gNB
UE part of two-sided model: UE

	d)
	Model/functionality monitoring
	NW-side: NW monitors the performance
UE-side: UE monitors the performance and may report to NW

	e)
	Model/functionality control (selection, (de)activation, switching, updating, fallback)
	gNB, [FFS: UE]


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.
Note 2: For b), no model transfer/delivery is expected if the entity for model training and model inference is the same one.
Note 3: Whether/how OAM is to be involved may need to consult RAN3, SA5. 
Note 4: Whether/how CN is to be involved may need to consult RAN3, SA2.

For beam management:
Proposal 2: The Table 2 can be used as starting point for discussion on mapping of AI/ML functions to physical entities for beam management with UE-side model.
Table 2: The mapping of AI/ML functions to physical entities for beam management with UE-side model
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training(offline training)
	UE-side OTT server, UE, [FFS: gNB, OAM, CN] 

	b)
	Model transfer/delivery
	UE-side OTT server->UE, [FFS: gNB->UE, or OAM->UE, or CN->UE] 

	c)
	Inference
	UE

	d)
	Model/functionality monitoring
	UE (UE monitors the performance, and may report to gNB), gNB (gNB monitors the performance)

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	gNB if monitoring resides at UE or gNB, 
UE if monitoring resides at UE


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.
Note 2: For b), no model transfer/delivery is expected if the entity for model training and model inference is the same one.
Note 3: Whether/how OAM is to be involved may need to consult RAN3, SA5.
Note 4: Whether/how CN is to be involved may need to consult RAN3, SA2.
Proposal 3: The Table 3 can be used as starting point for discussion on mapping of AI/ML functions to physical entities for beam management with NW-side model.
Table 3: The mapping of functions to physical entities for beam management with NW-side model
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	gNB, OAM, [FFS: CN, OTT server]

	b)
	Model transfer/delivery
	OAM->gNB, [FFS: CN->gNB, OTT server->gNB]

	c)
	Inference
	gNB

	d)
	Model/functionality monitoring
	gNB

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	gNB


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.
Note 2: For b), no model transfer/delivery is expected if the entity for model training and model inference is the same one.
Note 3: Whether/how OAM is to be involved may need to consult RAN3, SA5.
Note 4: Whether/how CN is to be involved may need to consult RAN3, SA2.

For Positioning accuracy enhancement:
Proposal 4: The Table 4 can be used as starting point for discussion on mapping of AI/ML functions to physical entities for positioning with UE-side model (case 1 and 2a).
Table 4: The mapping of functions to physical entities for positioning with UE-side model (case 1 and 2a) 
	Use case
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	UE-side OTT server, UE, [FFS: LMF, OAM, CN]

	b)
	Model transfer/delivery
	UE-side OTT server->UE, [FFS: LMF->UE, OAM->UE, CN->UE]

	c)
	Inference
	UE

	d)
	Model/functionality monitoring
	UE, LMF

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	UE if monitoring resides at UE, 
LMF if monitoring resides at UE or LMF


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.
Note 2: For b), no model transfer/delivery is expected if the entity for model training and model inference is the same one.
Note 3: Whether/how OAM is to be involved may need to consult RAN3, SA5.
Note 4: Whether/how CN/LMF is to be involved may need to consult RAN3, SA2.

Proposal 5: The Table 5 can be used as starting point for discussion on mapping of AI/ML functions to physical entities for positioning with LMF-side model (case 2b and 3b).
Table 5: The mapping of functions to entities for positioning with LMF-side model (case 2b and 3b) 
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	LMF

	b)
	Model transfer/delivery
	N/A

	c)
	Inference
	LMF

	d)
	Model/functionality monitoring
	LMF

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	LMF


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.
Note 2: Whether/how LMF is to be involved may need to consult RAN3, SA2.

Proposal 6: The Table 6 can be used as starting point for discussion on mapping of AI/ML functions to physical entities for positioning with gNB-side model (case 3a).
Table 6: The mapping of AI/ML functions to entities for positioning with gNB-side model (case 3a) 
	Use case
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	gNB, OAM, [FFS: LMF]

	b)
	Model transfer/delivery
	OAM->gNB, [FFS: LMF->gNB]

	c)
	Inference
	gNB

	d)
	Model/functionality monitoring
	gNB, [FFS: LMF]

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	gNB, [FFS: LMF]


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.
Note 2: For b), no model transfer/delivery is expected if the entity for model training and model inference is the same one.
Note 3: Whether/how OAM is to be involved may need to consult RAN3, SA5.
Note 4: Whether/how LMF is to be involved may need to consult RAN3, SA2.



Annex B: Qualitative analysis of the model transfer options
The following was captured in RAN2#121 Meeting Notes:
	R2-2302268	Report of Offline 027 model transfer delivery (Huawei)	Huawei
DISCUSSION 
-	Nokia think there are several references to “delta configuration” which we have not defined. 
-	Nokia think we cannot discuss pros and cons of solution 4. 
-	Samsung think some pros and cons are just missing .. and can be added.
-	Apple think it is pre-mature to actually agree. 
-	QC think that option 4 is by default supported. MTK think this is not the case. 
-	Chair: there seems to be no consensus regarding the delta configuration aspect in the table
-	Huawei think we should have a evaluation matrix.
-	MTK think we should list the important issues. 

The table can serve as starting point for continued discussion (but contains some parts that seems non consensus, e.g. delta configuration). 



And the table in R2-2302268 can be found below:
	
	Pros
	Cons

	Solution 1a
	6. The existing RRC signaling solutions can be reused as baseline, at least including delta signaling and segementation
9. Additional security and verification may not be necessary as the UE already established security before the transfer is initiated
11. gNB can take the control of the AIML model transfer itself, which can not be achieved by traditional UP based solution


	1. Face challenges to convey large size or “no upper limit size” AI model by RRC message (e.g. >45kBytes)
2. Maybe high control plane overhead, as a large model size may need segmentation/transmission/acknowledgment. This consumes critical configuration time for model transfer/delivery
3. An incomplete control plane model transfer has to be restarted upon mobility, as there are no current procedures to resume transmission across gNBs. Some companies wonder whether it is critical or not as it depends on how frequent the gNB to send new/updated AI/ML to the UE

	Solution 2a and 3a
	5. Service continuity on model transfer/delivery is easy to achieve compared with Solution 1a
6. Impacts on RAN2 may be limited (some companies think that LPP signalling is in RAN2 scope)
	1. Face challenges to convey large size or “no upper limit size” AI model by RRC message (e.g. >45kBytes)
3. If NAS does the segmentation, it may introduce some overhead
4. (only valid for Solution 2a) CN is not a good option for later on model monitoring/activation/deactivation/fallback/update that requires less latency. The model transfer/delivery is transparent to gNB, it could be tricky to get gNB involved in the AI model LCM. It could be problematic when the network needs to be in control of what happening at the UE side and especially in two-sided models where one side of the model is intended to be located at the network side

	Solution 1b
	1. The network can provide different 5QIs for model transfer/delivery with different QoS requirements (e.g. can support large model size)
2. Compared with CP-based solutions, this Solution 1b can reduces control plane overhead, reduces overhead at gNB for model delivery/transfer
5. Compared with CP-based solutions, it may not need to consider CP message segmentation, CP message blocking issue
	5. Not compatible with current mobility procedure. Supporting model transfer during mobility is not so straightforward

	Solution 2b and 3b
	1. The network can provide different 5QIs for model transfer/delivery with different QoS requirements (e.g. can support large model size)
5. Compared with CP-based solutions, it may not need to consider CP message segmentation, CP message blocking issue
	2. CP signalling is needed to configure and initiate the model transfer from the CN
4. May be unable to support delta-model transfer/delivery based on current user plane framework

	Solution 4
	2. If 3GPP network can be aware of AI/ML model in this Solution 4, the network can provide different 5QIs for model transfer/delivery with different QoS requirements (e.g. can support large model size). How to synchronize 3GPP and server so that the network can take appropriate actions is not clear, and it may not be fully under 3GPP control
	2. There may be inter-operability issues, such as:
a)	Different implementations may lead to different model performances and a huge burden of model management (e.g., frequent model activation/deactivation)
b)	Massive offline coordination is needed or requires lots of coordinations among vendors, especially for the CSI compression use case
4. When network cannot control the model transfer/delivery, the transfer of large model may impact important and delay sensitive user data traffic



