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1. Introduction
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]In RAN2#123, the following agreements on subsequent CPAC were achieved:
For subsequent CPAC it is useful to support use of A3 A5
A3 A5 is supported with SN-initiated subsequent CPAC
Proposal 1: For MN-initiated subsequent CPAC,  MN initially triggers the candidate cell preparation of subsequent CPAC procedure, i.e. MN triggers the procedure as defined in Section 10.5.2 and Section 10.2.2 of TS 37.340 in the endorsed running CR.
Proposal 2: For SN-initiated inter-SN subsequent CPAC, SN initially triggers the candidate cell preparation of subsequent CPAC procedure, i.e. source SN triggers the procedure as defined in Section 10.5.2 of TS 37.340 in the endorsed running CR.
Proposal 3 (option2): For MN-initiated subsequent CPAC, the execution condition configuration is provided as following:
MN generates the execution conditions (A4 event) for initial CPAC execution, and the measID refers to the measurement configuration associated with MCG;
candidate SN generates the execution conditions (A3/A5 event)  for subsequent CPC execution, and the measID refers to the measurement configuration associated with SCG.
UE autonomously releases the subsequent CPAC configurations in the following cases: upon RRC re-establishment and RRC release (to RRC_IDLE and/or RRC_INACTIVE)
No need for an optimized single-indication-release of CPAC configuration. Can rely on explicit release for other cases. 
Will support the SA3 solution, i.e. update of Sk-counter at inter-SN-mobility, based on pre-configured multiple Sk-counter. UE need to know when Sk counter need to change.
Detailed solution discussed in long Post-meeting email discussion 

In this contribution, we take the agreed solutions and FFSs into account and give potential solutions to progress this work on this objective.
2. Discussion
2.1 L2 actions at subsequent CPAC execution
In TS 37.340, the L2 handling for bearer type change with or without a security key change due to a change of the termination point has been specified in Table A-1 as follows:
Table A-1: L2 handling for bearer type change with and without a security key change due to a change of the termination point.
	Bearer type change from row
to col
	MCG
	Split
	SCG

	
	no change of termination point
(no key change)
	change of termination point
(key change)
	no change of termination point
(no key change)
	change of termination point
(key change)
	no change of termination point
(no key
change)
	change of termination point
(key change)

	MCG
	N/A
	PDCP:
Re-establish
MCG RLC:
See Note 1
MCG MAC:
See Note 1
SCG RLC:
No action
SCG MAC:
No action
	PDCP: Reconfigure
MCG RLC: No action
MCG MAC: No action
SCG RLC: Establish
SCG MAC: Reconfigure
	PDCP:
Re-establish
MCG RLC:
See Note 1
MCG MAC:
See Note 1
SCG RLC:
Establish
SCG MAC:
Reconfigure
	PDCP:
Recovery
MCG RLC:
See Note 3
MCG MAC:
Reconfigure
SCG RLC:
Establish
SCG MAC:
Reconfigure
	PDCP:
Re-establish
MCG RLC:
See Note 3
MCG MAC:
Reconfigure
SCG RLC:
Establish
SCG MAC:
Reconfigure

	Split
	PDCP:
Recovery
MCG RLC:
No action
MCG MAC:
No action
SCG RLC:
See Note 4
SCG MAC:
Reconfigure
	PDCP: 
Re-establish
MCG RLC: See Note 1
MCG MAC: See Note 1
SCG RLC: See Note 4
SCG MAC: Reconfigure
	N/A
	PDCP:
Re-establish
MCG RLC:
See Note 1
MCG MAC:
See Note 1
SCG RLC: 
See Note 1
SCG MAC: 
See Note 1
	PDCP: Recovery
MCG RLC:
See Note 3
MCG MAC:
Reconfigure
SCG RLC: 
No action
SCG MAC:
No action
	PDCP:
Re-establish
MCG RLC:
See Note 3
MCG MAC:
Reconfigure
SCG RLC: 
See Note 1
SCG MAC: 
See Note 1

	SCG
	PDCP:
Recovery
MCG RLC: Establish
MCG MAC: Reconfigure
SCG RLC: See Note 4
SCG MAC: Reconfigure
	PDCP:
Re-establish
MCG RLC:
Establish
MCG MAC:
Reconfigure
SCG RLC:
See Note 4
SCG MAC:
Reconfigure
	PDCP:
Reconfigure
MCG RLC: Establish
MCG MAC: Reconfigure
SCG RLC: No action
SCG MAC: No action
	PDCP:
Re-establish
MCG RLC:
Establish
MCG MAC:
Reconfigure
SCG RLC:
See Note 1
SCG MAC: 
See Note 1
	N/A
	PDCP:
Re-establish
MCG RLC:
No action
MCG MAC:
No action
SCG RLC:
See Note 1
SCG MAC:
See Note 1



NOTE 1:	For NR-DC MCG and SCG: the MAC/RLC behaviour depends on the solution selected by the network. It can be reconfiguration with sync, with MAC reset and RLC re-establishment. Alternatively, the logical channel identity can be changed via RLC bearer release and add.
NOTE 3:	For NE-DC and NR-DC: Release.
In TS 38.331, reestablishPDCP in the RadioBearerConfig IE are described as follows：
reestablishPDCP
Indicates that PDCP should be re-established. Network sets this to true whenever the security key used for this radio bearer changes. Key change could for example be due to termination point change for the bearer, reconfiguration with sync, resuming an RRC connection, or the first reconfiguration after reestablishment. It is also applicable for LTE procedures when NR PDCP is configured. Network doesn't include this field for DRB if the bearer is configured as DAPS bearer.
In legacy procedures, the network indicates whether to re-establish PDCP or not for each radio bearer and whether to re-establish RLC for each radio bearer. In subsequent CPC, the same target configuration is used regardless of which PSCell is the source PSCell, which may belong to the same SN or to a different SN. If the source and the target PSCell belong to the same SN, there is no need to change the SN key while it is necessary to change it if they belong to different SNs.
For LTM, a mechanism was created to trigger different UE autonomous L2 actions depending whether LTM is intra-DU or inter-DU. In the RRC running CR, when the UE is in NR-DC, the UE initiates actions on PDCP of MN-terminated and of SN-terminated bearers. One could think of doing a similar kind of optimization for subsequent CPAC execution.
However, for subsequent CPAC execution, the whole configuration of SN-terminated bearers and of the SCG may be changed, certain bearers may change type while others not. An optimized handling would need to be properly configured by the network, taking into account every source configuration possible. Given that there are still many open issues for subsequent CPAC execution and a lot of work remains for the whole WI, we suggest not taking such a direction.
No optimization of L2 handing is introduced for MN-configured subsequent CPAC execution, e.g. to distinguish intra-SN and inter-SN reconfigurations.
2.2 Subsequent CPAC execution procedure
RAN2#121bis has confirmed that the reference configuration of subsequent CPAC follows the similar design as LTM in principle. Meanwhile, the FFSs about whether the reference SCG configuration is optional, and if present, could be empty, have been pointed out. For the design of reference configuration in LTM, RAN2 made the following agreements:
Reference config can be empty
In the RRC procedures, the candidate delta configuration is applied on top of the reference configuration to form a complete candidate configuration when the UE receives the LTM configuration (before the LTM cell switch). UE implementation can postpone that step to the reception of the LTM cell switch command. FFS Discuss early vs late compliance check. 
In the RRC procedures, the complete candidate configuration is applied and replacing the current UE configuration (at the time of reconfiguration execution/cell switch), by a RRC reconfiguration procedure that makes replacements of configuration but doesn’t necessarily reset MAC, RLC or PDCP. FFS whether we can rely on a modified version of the reconfiguration procedure with fullconfig flag set. FFS how to make sure the procedures work in case the LTM candidate configuration is a complete configuration.

Whether the Reference configuration is a complete configuration or not is up to the network implementation. 
Reference configuration + LTM candidate configuration (in combination) has to be a complete configuration. 
Confirm that only the replacement procedure (the “full config without L2 reset”) is supported for Execution of LTM cell switch. 
In LTM, the running RLC and PDCP entities are not released at LTM execution although their parameters are fully replaced and the need to do RLC re-establishment or PDCP data recovery is determined by a "noResetId" associated with each LTM configuration and if its value is the same for the source and the target configuration, the UE will not perform any RLC re-establishment and PDCP data recovery for data bearers, while if the value is different, RLC re-establishment is triggered for all RLC bearers and PDCP data recovery is triggered for all PDCP entities of AM DRBs.
For SN-configured subsequent CPAC, i.e. intra-SN subsequent CPAC without MN involvement, at first glance, a similar method could be used to determine the need for RLC re-establishment and PDCP data recovery. However, using this requires a "complete configuration" procedure, the LTM procedure relies on LTM fields and may not be reusable as it is and SCG LTM may anyway not be supported in Rel-18. A simple solution could be to always release and add the SCG at subsequent CPAC execution while executing the normal delta signalling procedure, similarly to the MRDC release and addition flag but without any MN message.
At execution of SN-configured subsequent CPAC (i.e. for intra-SN subsequent CPAC without MN involvement), the UE releases the SCG (including the SCG configuration) and applies the generated complete configuration according to the Rel-15 delta reconfiguration procedure (5.3.5.3).
For MN-configured subsequent CPAC (allowing inter-SN subsequent CPAC), there is the need to perform PDCP re-establishment for all SN-terminated bearers and to do RLC re-establishment for all RLC bearers serving these bearers, which may be MCG or SCG RLC bearers. Depending on the source configuration, a particular DRB may be an MCG, an SCG or a split bearer which may require different handling and it is difficult to determine a procedure to handle every case. The full configuration procedure is already suitable to apply a complete configuration from any source configuration, so for simplicity, it could also be used.
At execution of MN-configured subsequent CPC (needed for inter-SN subsequent CPAC), the UE applies the generated complete configuration according to the Rel-15 full configuration procedure (5.3.5.11).
There were discussions about the possibility for the reference configuration to be absent or empty. If the reference configuration is empty, it means that the configuration to be applied is the candidate delta configuration. It was argued by several companies that an empty reference configuration was strange and that is was preferable that it was not configured instead. If this would mean that a different execution procedure is used depending whether the reference configuration is configured or not, this would increase the UE complexity while not really bringing any gain. 
If it is allowed that the reference configuration is not configured, the UE behaviour is exactly the same as if it would be configured and empty.
2.3 Sk-counter handling
In the RAN2 email discussion following RAN2 123, the following is concluded:
	Rel-18 Conditional-Reconfiguration Information element optionally include
· List of Group-ID and associated SK-counter values outside the candidate conditional configurations.
· The Group-ID parameter is included within each candidate conditional configuration marked for subsequent-CPAC.
Common Understanding on SK-Counter maintenance: The Group-ID and SK-Counter-values configured by network is maintained at UE after S-CPAC executions and the SK-Counter-Values are also updated after CPAC execution depending on the usage of SK-counter. RAN2 to discuss further how the UE maintains the SK-counter list across cell changes.



How the UE maintains the SK-counter list across cell changes 
In the email discussion, all the companies agreed to introduce an sk-counter list for each SN. Each sk-counter list can be identified by a Group-ID which can be included within each candidate conditional configuration marked for subsequent CPAC. When the UE receives the RRCReconfiguration message that includes subsequent CPAC configurations, the UE should store the list of sk-counter list and the associated Group-IDs in a new variable. If one sk-counter is used upon CPAC execution, the UE should remove the used sk-counter from the variable. Upon the next CPC execution, the UE should use the first sk-counter stored in the corresponding sk-counter list. 
Proposal 1: As subsequent CPAC execution, when sk-counter needs to be changed:
- the UE uses the first sk-counter value in the corresponding stored list of (unused) sk-counter values
- the UE removes that sk-counter value from the stored list of sk-counter value.
Whether the RRCReconfigurationComplete message needs to include the selected SK-counter value
Many companies mentioned including selected SK-counter value in the RRCReconfigurationComplete message considering the misalignment and specific scenarios. An alternative way is to specify the same principle for the UE and the network to select the sk-counter to be used, e.g. using the sk-counter in order from the list. 
For the following scenarios in which misalignment may occur:
· Random access failure to the SN: 
In this case, the SN will still get the RRCReconfigurationComplete forwarded by the MN, so there is no mismatch between the MN, the SN and the UE, all will consider one sk-counter/KSN value used.
· The RRCReconfigurationComplete message to the MN is lost: 
This case means the connection to the MN is lost and then, the UE will release all SCG and selective SCG activation configuration and initiate re-establishment, so the MN will also know the failure and inform the candidate SNs. Therefore, we don't see any scenario in which misalignment between the UE and the network could happen. If there is any case, it should be rare and it is acceptable that SCG failure occurs.
Proposal 2: There is no need to include the selected sk-counter value in the RRCReconfigurationComplete message. Supposing there is a rare unpredicted mismatch case, normal failure procedure can solve the issue.
Whether need to define UE behaviour for the scenario where a free SK-counter is not available
As previously analysed, the UE and the network are always aligned on which sk-counters are used or unused. Therefore, it is reasonable for the network to ensure that the UE has an available sk-counter to be used upon subsequent CPAC execution. 
Proposal 3: There is no need to define UE behaviour for the scenario where an unused sk-counter value is not available, this case is avoided by the network.
Moreover, the network should (re)configure sk-counter lists when the sk-counters in a sk-counter list are going to be used up. To minimize specifications, the network can signal a complete list of sk-counter list. Upon receiving the new list of sk-counter list, the UE should replace the complete list it has stored in its variable. Otherwise, if the network only updates the sk-counter lists that are going to be used up, the updates will be more frequent and more complex for the UE.
Proposal 4: To update the sk-counter lists:
· The network can signal a complete list of sk-counter list
· Upon receiving such a field, the UE replaces the complete list it has stored in its variable.

The options in SA3 running CR
In SA3 running CR of security for subsequent CPAC, there are 3 options on the description from the network side:
	For the side of each SN:
Option 1: The MN derives the corresponding KSN as described in Annex A.16 based on the corresponding SN Counter values. The KSN keys and the corresponding SN Counter values are sent to the SN from the MN. The SN shall store the KSN keys and the corresponding SN Counter values in its security context.
Option 2: After the derivation of sequence of multiple distinct SN Counter values for each candidate SN, the SN Counter values are sent to the UE from the MN. The MN does not need to store the SN Counter values for each SNs after sending them.
Option 3: The MN derives the corresponding KSN as described in Annex A.16 based on the corresponding SN Counters values. The KSN keys are sent to the SN from the MN. The SN shall store the KSN keys in its security context.
Editor’s Note: Further collaborate with RAN2 to decide the specific message for the MN to signal the SN Counter values per SN to UE, and to signal KSN key(s) to SN, respectively.



For option 1 and option 2, the UE needs to send an extra indication to the MN in the RRCReconfigurationComplete to indicate the selected sk-counter. Before receiving the RRCReconfigurationComplete from the MN, the SN cannot process any data on radio bearers with PDCP in the SN, since the SN does not know which KSN should be used. 
For option 3, the UE can use the first unused sk-counter to derive the new KSN. Upon receiving the random access from the UE or the RRCReconfigurationComplete from the MN (whichever comes first), the SN can use the first unused KSN to process the data for the UE.
Therefore, we prefer option 3 as the baseline for further discussion of RAN2 and SA3.
Proposal 5: Reply to SA3 that the option 3 is preferred by RAN2.
[bookmark: _Toc423019950][bookmark: _Toc423020279][bookmark: _Toc423020296]3. Conclusion
[bookmark: OLE_LINK7]Based on the discussion in this contribution, we have the following proposals:
L2 actions at subsequent CPAC execution
1. [bookmark: _Hlk142583140]No optimization of L2 handing is introduced for MN-configured subsequent CPAC execution, e.g. to distinguish intra-SN and inter-SN reconfigurations.
[bookmark: _Hlk142583211]Execution procedure
At execution of SN-configured subsequent CPAC (i.e. for intra-SN subsequent CPAC without MN involvement), the UE releases the SCG (including the SCG configuration) and applies the generated complete configuration according to the Rel-15 delta reconfiguration procedure (5.3.5.3).
[bookmark: _GoBack]At execution of MN-configured subsequent CPC (needed for inter-SN CPAC), the UE applies the generated complete configuration according to the Rel-15 full configuration procedure (5.3.5.11).
If it is allowed that the reference configuration is not configured, the UE behaviour is exactly the same as if it would be configured and empty.
sk-counter handling
Proposal 7: As subsequent CPAC execution, when sk-counter needs to be changed:
- the UE uses the first sk-counter value in the corresponding stored list of (unused) sk-counter values
- the UE removes that sk-counter value from the stored list of sk-counter value.
Proposal 8: There is no need to include the selected sk-counter value in the RRCReconfigurationComplete message. Supposing there is a rare unpredicted mismatch case, normal failure procedure can solve the issue.
Proposal 9: There is no need to define UE behaviour for the scenario where an unused sk-counter value is not available, this case is avoided by the network.
Proposal 10: To update the sk-counter lists:
· The network can signal a complete list of sk-counter list
· Upon receiving such a field, the UE replaces the complete list it has stored in its variable.
Reply to SA3 that the option 3 is preferred by RAN2.
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