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1	Introduction
	7.16.2 	AIML methods 
Explore AIML methods that are expected applicable to this SI and their expected or potential architecture (allocation of functionality to entities), Identification aspects, other framework aspects, impact on RAN2. Most of LCM is in RAN2 scope.
Both general aspects and use-cases specific aspects are applicable (for use cases in scope). . Please input to 7.16.2.x
7.16.2.3	Control and LCM other
AIML control and LCM (including Model Transfer / Delivery) beyond / other than Data Collection,..




In this contribution we discuss AI/ML life cycle management (LCM) functions related to different functionality and model controls (activation, deactivation, monitoring and switching) for the different use cases and also model transfer corresponding to the Agenda Item 7.16.2.3. 
2	Discussion
2.1 	Functionality performance monitoring
A key challenge after the functionality is activated in UE is to monitor the functionality. A UE can have multiple functionalities and/or associated with multiple models supporting different sub use cases (ML enabled features) in different scenarios. To enable network-controlled ML-enabled feature, there is a clear need for monitoring the performance of functionalities and models. RAN1 is discussing the performance KPIs for ML enabled features and those are different for different features. For instance, in some use cases, it would be sufficient to inform network about the performance of the functionalities for a given feature, while in other cases (such as, in two-sided use case), it might be required to monitor the performance of the model within the same functionality. Performance monitoring can happen either in NW or UE. In network-controlled performance monitoring, the functionality performance monitoring is preferred, but model performance monitoring may happen in special cases. 
In Figure 2.1-1, a simple call flow diagram illustrates the reporting of performance monitoring KPIs from UE to network (e.g. gNB, LMF). In network-controlled monitoring, it is up to the network to configure the frequency of the monitoring, as well as what KPIs should be monitored. In this example, functionality A is activated by the network which is signalled to UE. UE will use, for example, model X associated with functionality A. Depending on the monitoring configuration, UE will report the performance KPIs of functionality A to the network. Upon receiving the reports from UE, network may decide to activate/deactivate the functionality A. 




Figure 2.1-1: Performance monitoring in functionality-based LCM.

Some of these issues may arise from the functionality consuming more than expected processing resources, new performance issue due to ML model update or any other situation that arises during the runtime of the ML-enabled feature. The network should have a mechanism to detect these issues and recommend actions to mitigate them, which requires some signalling mechanisms between the network and the UE.
Observation 1: Network should be able to directly monitor the performance of a given active functionality and recommend to the UE actions to mitigate potential performance degradation cases.
Proposal 1: RAN2 to study mechanisms for performance monitoring in functionality-based LCM (as shown in Figure 2.1-1) governed by the network and providing recommend actions to the UE to mitigate potential performance issues arising from the ML-enabled feature execution.

During the RAN1#110bis-e meeting, different performance monitoring methods were discussed. The discussion was to facilitate the evaluation of the use cases, to study any specification impact. For positioning use cases, during RAN1#112bis-e and RAN1#114, RAN1 discussed different monitoring methods to be computed based on the availability of ground truth or its approximation. For beam management use cases, during the RAN1#112 meeting, several options of accuracy, link quality related KPI, input/output-based data distribution, and other alternatives were discussed. In CSI prediction, during RAN1#114 meeting, three different types of performance monitoring alternatives were discussed to aid the fallback operation. In CSI compression, RAN1 discussed, for example, monitoring based on the output of the CSI reconstruction and monitoring based on target CSI with realistic channel estimation associated with CSI reports reported/obtained from UE side. According to these discussions, we can see that, there are several alternatives for each use case and there might be different configurations and signaling needed. However, without studying these properly, we cannot determine whether there is any specification impact. Therefore, we provide a table to capture a common set of performance monitoring methods. This would facilitate to identify the general configuration of these methods, if any, and to analyse any additional signaling required. Companies are encouraged to populate the table.
Table 2.1-1: Different performance monitoring methods for UE-side and UE-part of two-sided models.
	Performance monitoring methods
	Configuration and Signaling Aspects

	Monitoring based on inference KPIs
	

	Monitoring based on intermediate KPIs
	

	Monitoring based on system performance
	

	Monitoring based on data distribution (Input-based)
	

	Monitoring based on data distribution (Output-based)
	

	Monitoring based on provided ground truth label (or its approximation) 
	



Observation 2: Table 2.1-1 captures a common set of functionality performance monitoring methods across all use cases.
Observation 3: Table 2.1-1 facilitates the required configuration and signaling needed for UE side and NW side functionality performance monitoring.
Proposal 2: Adopt and populate the Table 2.1-1 to analyse signaling impact for different functionality performance monitoring methods.
2.2	Functionality control
2.2.1	General Aspects
During the operation of an active functionality of an ML-enabled feature, activation, deactivation, monitoring and switching may be initiated by the NW (e.g., gNB/LMF). The entities that can execute each of these operations are discussed in [1]. A simple call flow diagram is shown in Figure 2.2.1-1. In some scenarios, as an example, during inference in UE side, UE may not require any report to be transmitted to NW, whereas, in NW side model may require measurement reports from the UE. During functionality performance monitoring, NW might require specific configuration of the UE to enable functionality monitoring reporting (either measurements or calculated monitoring metrics). After receiving the UE report, the NW can take decisions, such as switching to another functionality or deactivating the current functionality. Note that, the sequence of inference signaling and monitoring can happen in parallel or in different order which is not shown in the figure.
	

	


	(a)
	(b)

	Figure 2.2.1-1: Activation, deactivation, monitoring, and switching of functionality in functionality-based LCM. (a) One sided inference in UE; Here, the feature is Beam Management use case, for instance. 
(b) Two-sided inference in UE and gNB; Here, the feature is CSI Compression use case, for instance.



Proposal 3: Adopt Figure 2.2.1-1 as a starting signaling diagram in TR for functionality management (functionality configuration, activation, deactivation, monitoring, and switching).

2.2.2	Control Aspects in Positioning enhancement
In the legacy positioning framework, to determine the location of a UE, it is necessary to have positioning modes, a positioning method, and the associated configurations in place [2], depending on UE capabilities. Legacy positioning modes include standalone, UE-based, and UE-assisted; positioning methods include NR-DL-TDOA and NR-DL-AoD; and configurations include positioning reference symbol locations. In ML-based positioning, an AI/ML functionality can be identified by a positioning mode, positioning method, and a configuration.
Proposal 4: In ML-based positioning features, an ML functionality is identified by a positioning mode, positioning method, and a configuration.
It is first helpful to map the previously defined functionality control of UE-side models to LPP messages and procedures to show that LPP can implement each functionality control aspect. 
Functionality Activation: LPP Request Location Information for a specific positioning method, mode, and configuration
Functionality Deactivation: 1) LPP Abort ongoing positioning procedure, i.e., LPP Request Location Information transfer, or 2) simply not requesting further Location Information
Functionality Switching: 1) LPP Abort if there is an ongoing positioning procedure and 2) LPP Request Location Information for a different ML-based positioning method, mode, and configuration.
Fallback: 1) LPP Abort if there is an ongoing positioning procedure and 2) LPP Request Location information for a legacy positioning method, mode, and configuration.
Functionality Performance Monitoring:
	LPP Provide Assistance Data to carry monitoring metrics to the UE or data with or without ground truth labels.
	LPP Provide Location Information to carry monitoring output to the LMF, e.g., KPI or inference output.
Observation 4: Legacy LPP message types can be extended to accommodate ML functionality control.
Proposal 5: Reuse legacy LPP message types to support ML functionality control for positioning.
2.3	Entity Mapping
During RAN2#123, entity mapping tables were agreed [1], [3] for each of the use cases for UE-side, gNB-side, and LMF-side models. In some instances, we consider aspects outside of RAN2 scope such as OAM and OTT because their consideration provides a full view of the system and gives us the ability to discover RAN2 relevancy. In the sections that follow, this exception to discuss items in RAN2 scope will be taken into consideration when addressing the remaining FFS items in the functionality mapping tables.
Observation 5: In some instances, we consider aspects outside of RAN2 scope such as OAM and OTT because their consideration provides a full view of the system and gives us the ability to discover RAN2 relevancy.
Additionally, we find that combining model and functionality in rows d and e complicate matters because the level of control over a model in functionality-based LCM is minimal compared to that in model-based LCM. For example, it does not make sense that a UE could perform functionality control without coordination with the network, but model control could be feasible.
Proposal 6: Split rows d and e in each entity mapping table into separate rows for model monitoring, functionality monitoring, model control, and functionality control.
As there isn’t significant support for open format models, it doesn’t seem necessary to study the standardization of model transfer/delivery of ML models to a UE in any of the use cases since proprietary models would be deployed with the UE or transferred/delivered from an OTT server. It follows that model training would occur on a vendor server. Therefore, the FFS items regarding UE-side model training and UE-side model transfer/delivery should be deleted from rows a and b of the entity mapping tables Table 1, Table 2, and Table 4.
Observation 6: There isn’t significant support for open format models.
2.3.1	CSI Compression
Table 1: Two-side Models for CSI Compression
Table 2.3-1: Table 1 [1] The mapping of function to physical entities for CSI compression with two-sided model
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training(offline training)
	gNB, OAM, OTT server, UE, [FFS: CN]

	b)
	Model transfer/delivery
	For training Type 1: gNB->UE, or OAM->gNB&UE, or OTT server->gNB&UE, or UE->gNB, [FFS: CN->gNB&UE]
For training Type 3: 
· For UE part of two-sided model: OTT server->UE, [FFS: CN->UE]; 
· For NW part of two-sided model: OAM->gNB, [FFS: CN->gNB]; 

	c)
	Inference
	NW part of two-sided model: gNB
UE part of two-sided model: UE

	d)
	Model/functionality monitoring
	NW-side: NW monitors the performance
UE-side: UE monitors the performance and may report to NW

	e)
	Model/functionality control (selection, (de)activation, switching, updating, fallback)
	gNB, [FFS: UE]



Observation 7: No case has been made for the CN training models for CSI compression, and there is thus no reason for the CN to have the model available for transfer/delivery.
Proposal 7: Delete the FFS item of CN for Model training from row a of the entity mapping Table 1.
Proposal 8: Delete the FFS items with the CN for Model transfer/delivery from row b of entity mapping Table 1.
Given the requirement of paired models for CSI compression, the gNB would need to maintain control of the UE-side and gNB-side model, so the FFS item in row e should be deleted.
Proposal 9: Delete the FFS item for UE functionality/model control from row e of the entity mapping Table 1.
2.3.2	Beam Management
Table 2: UE-side Model for Beam Management
Table 2.3-2: Table 2 [1] The mapping of AI/ML functions to physical entities for beam management with UE-side model
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training(offline training)
	UE-side OTT server, UE, [FFS: gNB, OAM, CN] 

	b)
	Model transfer/delivery
	UE-side OTT server->UE, [FFS: gNB->UE, or OAM->UE, or CN->UE] 

	c)
	Inference
	UE

	d)
	Model/functionality monitoring
	UE (UE monitors the performance, and may report to gNB), gNB (gNB monitors the performance)

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	gNB if monitoring resides at UE or gNB, 
UE if monitoring resides at UE



Observation 8: No case has been made for the gNB, OAM or CN for training models for UE-side beam management, and there is thus no reason for the gNB, OAM or UE to have the model available for transfer/delivery.
Proposal 10: Delete the FFS items of gNB, OAM, and CN Model training from row a of the entity mapping Table 2.
Proposal 11: Delete the FFS items for gNB, OAM, and CN Model transfer/delivery from row b of entity mapping Table 2.
Row e of entity mapping Table 2 indicates that the UE is responsible for model/functionality control if monitoring resides at the UE. However, it isn’t clear how a UE could switch its configured functionality without gNB involvement.
Observation 9: In entity mapping Table 2, row e, it isn’t clear how a UE could switch its configured functionality without gNB involvement.
The UE could, however, through monitoring its model, switch to a different model within the configured functionality.
Observation 10: The UE could, through monitoring its model, switch to a different model within the configured functionality.
If the table is kept in the current format, it should at least be clarified that a UE can perform certain model control if the monitoring resides at the UE. It seems feasible to allow the UE to select and switch between models.
Proposal 12: In entity mapping Table 2, row e, clarify that the UE can perform the model control for model selection and switching if monitoring resides at the UE.
Table 3: gNB-side Model for Beam Management
Table 2.3-3: Table 3 [1] The mapping of functions to physical entities for beam management with NW-side model
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	gNB, OAM, [FFS: CN, OTT server]

	b)
	Model transfer/delivery
	OAM->gNB, [FFS: CN->gNB, OTT server->gNB]

	c)
	Inference
	gNB

	d)
	Model/functionality monitoring
	gNB

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	gNB



Observation 11: No case has been made for the CN training NW-side model, and there is thus no reason for the CN to have the model available for transfer/delivery. Additionally, OTT server for gNB-side models is out of RAN2 scope.
Proposal 13: Delete the FFS items CN and OTT Model training from row a of the entity mapping Table 3.
Proposal 14: Delete the FFS items for CN and OTT Model transfer/delivery from row b of entity mapping Table 3.
2.3.3	Positioning Enhancement
Table 4: UE-side Model for Positioning
Table 2.3-4: Table 4 [1] The mapping of functions to physical entities for positioning with UE-side model (case 1 and 2a)
	Use case
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	UE-side OTT server, UE, [FFS: LMF, OAM, CN]

	b)
	Model transfer/delivery
	UE-side OTT server->UE, [FFS: LMF->UE, OAM->UE, CN->UE]

	c)
	Inference
	UE

	d)
	Model/functionality monitoring
	UE, LMF

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	UE if monitoring resides at UE, 
LMF if monitoring resides at UE or LMF



Observation 12: No case has been made for the LMF, OAM, or CN training models for UE-side positioning, and thus there is no reason for the LMF, OAM, or CN to have the model available for transfer/delivery.
Proposal 15: Delete the FFS items LMF, OAM, and CN Model training from row a of the entity mapping Table 4.
Proposal 16: Delete the FFS items for LMF, OAM, and CN Model transfer/delivery from row b of entity mapping Table 4.
Table 5: LMF-side Model for Positioning
Table 2.3-5: Table 5 [1] The mapping of functions to entities for positioning with LMF-side model (case 2b and 3b)
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	LMF

	b)
	Model transfer/delivery
	N/A

	c)
	Inference
	LMF

	d)
	Model/functionality monitoring
	LMF

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	LMF



Observation 13: Table 5 is included for completeness, but we have no changes to propose.
Table 6: gNB-side Model for Positioning
Table 2.3-6: Table 6 [1] The mapping of AI/ML functions to entities for positioning with gNB-side model (case 3a)
	Use case
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	gNB, OAM, [FFS: LMF]

	b)
	Model transfer/delivery
	OAM->gNB, [FFS: LMF->gNB]

	c)
	Inference
	gNB

	d)
	Model/functionality monitoring
	gNB, [FFS: LMF]

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	gNB, [FFS: LMF]



Observation 14: No case has been made for the LMF training models for gNB-side positioning. Additionally, the transfer of models from an LMF to a gNB is out of RAN2 scope.
Proposal 17: Delete the FFS item of LMF from row a of the entity mapping Table 6.
Proposal 18: Delete the FFS item for LMF Model transfer/delivery from row b of entity mapping Table 6.
Considering the first observation made in this section, the entity mapping table would be incomplete if the LMF were not considered for at least functionality monitoring in row d, and for functionality control in row e.
Proposal 19: Promote LMF from FFS as a mapped entity for functionality monitoring and functionality control.
2.4	Model transfer
The first ML models may be the smallest, with their size and complexity increasing as the technology develops. While it may be feasible to push CP data volume in the short term, this route might limit model size in the future, or require further expansion to CP data capacity. The UP has sufficient capacity to transfer/deliver larger models, but the UP does not natively support control signalling. For network-controlled model delivery, these two main options have emerged in solutions developed through discussions in the past meetings: CP-based and UP-based model delivery. For CP-based model delivery, the drawback is the data volume limitation, and its advantage is its native control signalling. For UP-based model delivery, the drawback is its lack of control signalling, and its advantage is that it is capable of a much larger data volume. To support UP-based model transfer/delivery, a control mechanism must be defined, which could be a UP model transfer/delivery supported by CP signalling, which could be RRC, NAS, or LPP signalling. The basic operation is shown in Figure 2.4-1.
Observation 15: The main drawback of CP-based model delivery is its data volume limitation.
Observation 16: The main drawback of UP-based model delivery is its lack of a native control mechanism.
Figure 2.4-1 implements the control through RRC signalling, NAS signalling, or LPP signalling in the case of model transfer/delivery from the gNodeB, core network, or the LMF, respectively. Authentication and PDU session establishment would be handled through existing means, and the data transfer could use existing data transfer protocols. 


Figure 2.4-1: User Plane Model Transfer/Delivery to a UE with control.

Observation 17: A CP-controlled UP-based ML model transfer/delivery would use the existing authentication and PDU session establishment procedures, and preexisting data transfer protocols could facilitate the transfer.
Proposal 20: Wait for RAN1 progress to decide whether model transfer/delivery need to be addressed in RAN2.
3	Conclusion
This document has made the following observations:
Observation 1: Network should be able to directly monitor the performance of a given active functionality and recommend to the UE actions to mitigate potential performance degradation cases.
Observation 2: Table 2.1-1 captures a common set of functionality performance monitoring methods across all use cases.
Observation 3: Table 2.1-1 facilitates the required configuration and signaling needed for UE side and NW side functionality performance monitoring.
Observation 4: Legacy LPP message types can be extended to accommodate ML functionality control.
Observation 5: In some instances, we consider aspects outside of RAN2 scope such as OAM and OTT because their consideration provides a full view of the system and gives us the ability to discover RAN2 relevancy.
Observation 6: There isn’t significant support for open format models.
Observation 7: No case has been made for the CN training models for CSI compression, and there is thus no reason for the CN to have the model available for transfer/delivery.
Observation 8: No case has been made for the gNB, OAM or CN for training models for UE-side beam management, and there is thus no reason for the gNB, OAM or UE to have the model available for transfer/delivery.
Observation 9: In entity mapping Table 2, row e, it isn’t clear how a UE could switch its configured functionality without gNB involvement.
Observation 10: The UE could, through monitoring its model, switch to a different model within the configured functionality.
Observation 11: No case has been made for the CN training NW-side model, and there is thus no reason for the CN to have the model available for transfer/delivery. Additionally, OTT server for gNB-side models is out of RAN2 scope.
Observation 12: No case has been made for the LMF, OAM, or CN training models for UE-side positioning, and thus there is no reason for the LMF, OAM, or CN to have the model available for transfer/delivery.
Observation 13: Table 5 is included for completeness, but we have no changes to propose.
Observation 14: No case has been made for the LMF training models for gNB-side positioning. Additionally, the transfer of models from an LMF to a gNB is out of RAN2 scope.
Observation 15: The main drawback of CP-based model delivery is its data volume limitation.
Observation 16: The main drawback of UP-based model delivery is its lack of a native control mechanism.
Observation 17: A CP-controlled UP-based ML model transfer/delivery would use the existing authentication and PDU session establishment procedures, and preexisting data transfer protocols could facilitate the transfer.
And proposed the following:
Proposal 1: RAN2 to study mechanisms for performance monitoring in functionality-based LCM (as shown in Figure 2.1-1) governed by the network and providing recommend actions to the UE to mitigate potential performance issues arising from the ML-enabled feature execution.
Proposal 2: Adopt and populate the Table 2.1-1 to analyse signaling impact for different functionality performance monitoring methods.
Proposal 3: Adopt Figure 2.2.1-1 as a starting signaling diagram in TR for functionality management (functionality configuration, activation, deactivation, monitoring, and switching).
Proposal 4: In ML-based positioning features, an ML functionality is identified by a positioning mode, positioning method, and a configuration.
Proposal 5: Reuse legacy LPP message types to support ML functionality control for positioning.
Proposal 6: Split rows d and e in each entity mapping table into separate rows for model monitoring, functionality monitoring, model control, and functionality control.
Proposal 7: Delete the FFS item of CN for Model training from row a of the entity mapping Table 1.
Proposal 8: Delete the FFS items with the CN for Model transfer/delivery from row b of entity mapping Table 1.
Proposal 9: Delete the FFS item for UE functionality/model control from row e of the entity mapping Table 1.
Proposal 10: Delete the FFS items of gNB, OAM, and CN Model training from row a of the entity mapping Table 2.
Proposal 11: Delete the FFS items for gNB, OAM, and CN Model transfer/delivery from row b of entity mapping Table 2.
Proposal 12: In entity mapping Table 2, row e, clarify that the UE can perform the model control for model selection and switching if monitoring resides at the UE.
Proposal 13: Delete the FFS items CN and OTT Model training from row a of the entity mapping Table 3.
Proposal 14: Delete the FFS items for CN and OTT Model transfer/delivery from row b of entity mapping Table 3.
Proposal 15: Delete the FFS items LMF, OAM, and CN Model training from row a of the entity mapping Table 4.
Proposal 16: Delete the FFS items for LMF, OAM, and CN Model transfer/delivery from row b of entity mapping Table 4.
Proposal 17: Delete the FFS item of LMF from row a of the entity mapping Table 6.
Proposal 18: Delete the FFS item for LMF Model transfer/delivery from row b of entity mapping Table 6.
Proposal 19: Promote LMF from FFS as a mapped entity for functionality monitoring and functionality control.
Proposal 20: Wait for RAN1 progress to decide whether model transfer/delivery need to be addressed in RAN2.
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