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1	Introduction
The objective of this agenda has been updated as follows.
	7.16.2.1	Architecture and General
 Can discuss the AIML model/functionality dependency on locality (e.g. cell specific), UE-side AIML dependency on gNB configuration etc, dependency on other aspects such as UE speed, Network-side AIML dependency to be UE specific etc, and the related procedure impacts. Can discuss the expected impacts for Network Side-models. 
UE Cap: On a high level, Identify potential impacts to RRC and LPP UE capabilities or equivalent functionality if any.
Progress the logical arch (if needed). 
Mapping of Functionality to entities, general aspects.
RAN2#123 Agreements
· AIML algorithm for a certain use case may be tailored towards and applicable to certain scenarios/location/configuration/deployment etc. AIML algorithm may be updated, e.g. by model change (these are observations): 
[bookmark: _Hlk146797336]RAN2 assumes that for UE-side AIML, the UE may inform the RAN about applicability conditions of AIML algorithm(s) available to the UE, to support RAN control (e.g. activation/deactivation/switching). 
The procedure for UE reporting of AIML applicability conditions is FFS. 



In this paper, we propose way forward for terminologies and functional framework. We also simplified the functionality-based LCM. We provide our perspectives on conditions, and UE capability reporting procedures for each use case.
2	Discussion
2.1	Way Forward
In this section, we discuss some topics we feel are necessary to achieve alignment to move forward.
2.1.1	Alignment with RAN1 terminologies
The RAN1 sections of TR 38.843 [1] should be used as a baseline for RAN2. We should clarify any misalignment between the terminologies that RAN1 already defined in the TR. If a new terminology is introduced in RAN2, then we need to define the term, the scope, and the motivation. For instance, in last RAN2#123 email discussion [2] which had its proposals agreed [3], a new term, “applicability conditions” was used, instead of a previously agreed RAN2 term “applicable conditions”, which also does not match the RAN1 term. RAN1 uses ‘conditions’ whereas RAN2 is referring this as ‘capability’. These are mentioned in Table 2.1.1-1.
[bookmark: _Hlk146539004]Table 2.1.1-1: Terminologies used in RAN1 and RAN2


	Terminology
	RAN1 context
	RAN2 context

	R1: Conditions
R2: Capability
	E.g., required assistance signaling and/or reference signals configurations, dataset information [1]
“Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability.” [RAN1 #112-bis]
	Editor’s note: It is still FFS in RAN2 if for UE capability for AIML methods we use the UE capability mechanisms as defined for RRC reported and LPP reported capabilities. [1]

	R1: Additional Conditions

R2: Applicable Conditions or Applicability Conditions
	E.g., scenarios, sites, and datasets as determined / identified between UE-side and NW-side. [1]
“model-ID-based LCM operates based on identified models, where a model may be associated with specific configurations/conditions associated with UE capability of an AI/ML-enabled Feature/FG and additional conditions (e.g., scenarios, sites, and datasets) as determined/identified between UE-side and NW-side.”[RAN1 #112-bis]

“Study how to handle the impact of UE’s internal conditions such as memory, battery, and other hardware limitations on functionality/model operations and AI/ML-enabled Feature.” [RAN1 #113]
	Assumes that information such as applicable conditions may be required for model management and should be part of meta information. [1]
RAN2 assume RAN1 used terminology “additional conditions” is equal to “applicability conditions” captured in TR 38.843. It means one AI/ML functionality is applicable under certain configurations / scenarios / datasets. [2]
Additionally, it is claimed that “4) UE’s internal conditions such as memory, battery, and other hardware limitations” are part of applicability conditions. [2]

	R1: Applicable functionality
 
R2: 
	“Conclude that applicable functionalities/models can be reported by UE”.
“After functionality identification (i.e., after NW-configure functionalities), UE can report the applicable functionalities” [1]
	No RAN2 term exists for applicable functionality.




Observation 1: “Applicability conditions” used in RAN2 has created confusion and made difficulty to discuss the related signalling and protocols. 
Proposal 1: RAN2 shall adapt RAN1 terminologies and definitions on conditions, additional conditions, and applicable functionality to progress. Agreed terminologies should only be complemented in RAN2 with appropriate explanation and motivation. 
2.1.2	Agreement to be clarified
We express our view on the last RAN2 meeting agreement on the applicability conditions and UE capability discussed in [2]. From this agreement, in the first paragraph, 
‘AIML algorithm for a certain use case may be tailored towards and applicable to certain scenarios/location/configuration/deployment etc. AIML algorithm may be updated, e.g. by model change (these are observations)’
· It is unclear why 'an algorithm’ is assumed to be changed or updated based on certain scenarios/ location/ configuration/ deployment. In our view, the algorithm is a procedure that is static and would not be affected by any external environmental impacts. Regardless of different datasets, the procedure shall  remain unchanged. 
· If the ‘algorithm’ term refers to a ‘ML model’, then the term should be used explicitly.
· We understand the intention that an ML model may be tailored towards specific scenarios/ location/ configurations/ deployment etc. as it is challenging to develop a fully generalized ML model. However, certain changes in the environment change the parameters in the AIML algorithm, not the algorithm itself.
· According to RAN1 discussion, ML models are visible only in model ID -based LCM, “model ID-based LCM operates based on identified models,[…]” (See Table 2.1.1-1 for text and references therein). Therefore, it might be good to clarify this in the agreement.
In the 2nd paragraph,
‘RAN2 assumes that for UE-side AIML, the UE may inform the RAN about applicability conditions of AIML algorithm(s) available to the UE, to support RAN control (e.g. activation/deactivation/switching).’
· We note that RAN1 has no such term “applicability conditions” and this term is still undefined in RAN2. 

Therefore, we propose to make the following clarifications.
	· In model-ID based LCM, an ML model AIML algorithm for a certain use case may be tailored towards and applicable to certain scenarios/location/configuration/deployment etc. AIML algorithm may be updated, e.g. by model change (these are observations): 
RAN2 assumes that for UE-side AIML, the UE may inform the RAN about additional conditions AIML algorithm(s) available to the UE, to support RAN control (e.g. activation/deactivation/switching). 
The procedure for UE reporting of additional conditions AIML applicability conditions is FFS.



Proposal 2: Clarify RAN2 understanding on the definition of applicability conditions, which maps to additional conditions in RAN1 and consistently use the term ML model instead of AIML algorithm.
2.1.3	Functional framework
	Functional framework captured in R2-2308912 [4] is as follows [1]: 


Figure 4.4-1: Functional framework for AI/ML for NR Air Interface
Proposals from the Post Email discussion from RAN2#122 [5]:
Proposal 1	  The data/information flow ‘Monitoring output’ is renamed to ‘Inference output’ and its presence in the functional framework is optional (i.e., the arrow should be dashed).
Proposal 2 For the time being, remove the word “model” from the data/information flow ‘Model selection/(de)activation/switching/fallback’.
Proposal 3	 The data/information flow from the ‘Management’ to the ‘Model training’ block is optional (i.e., the arrow should be dashed). Decide whether to rename the ‘Performance feedback / Retraining request’ arrow to ‘Management output’.
Proposal 4	 RAN2 to discuss whether the data/information flow connecting the ‘Management’ to the ‘Model storage’ blocks should be removed.
Proposal 5 RAN2 considers the following FFSs: A) whether additional arrows pointing towards(/from) the ‘Data collection’ block are needed (e.g., triggers to request data), B) whether an additional figure/functional framework is needed for functionality-based LCM, c) whether model(/functionality) identification needs to be captured in the functional framework.



The agreed functional framework cannot be generalized for both functionality -based LCM and model ID-based LCM for several reasons. Firstly, in functionality-based LCM, only the components like inference, management, and data collection are significant and worthwhile, whereas training and model storage (reference point for protocol termination) components are potentially and exclusively meaningful for model ID based LCM. Secondly, the in-flow of model transfer/delivery request and transfer of trained/updated models to model storage component as well as the outflow of model transfer/delivery to inference component, have no impact in functionality-based LCM as the models are either transparent or implicit as functionality configuration information. Thirdly, the interpretation of the arrows is quite confusing as in some cases, the arrow is representing data signaling flow while in other cases, the arrow shows the control signaling flow. Finally, there is no feedback or data flow towards data collection component. Therefore, it is not clear which component/block will control and configure the necessary collection of data. In our understanding, this functional framework is still missing the essential parts of life cycle management to be specified in RAN2.
Observation 2: The functional framework captured in [1] is insufficient to discuss the essential signalling procedures to be specified for functionality-based LCM in NR air interface for release 18 use cases.
Proposal 3: Add a note to the agreed functional framework that the figure is only for illustrative purpose of generic LCM components and cannot be used directly to design and specify the functionality-based LCM associated signalling procedures in RAN2.
2.1.4	Definitions
RAN1 has discussed functionality-based LCM, however certain aspects need to be further defined. Without a proper definition, it is hard to explain the signalling and protocol aspects of these LCM operations. In this discussion, we attempt to understand the meaning of activation, deactivation, monitoring, switching, and fallback in terms of functionality framework. We propose the following:
	Functionality activation:  Enable an AI/ML functionality for a specific AI/ML-enabled feature.
Functionality deactivation: Disable an AI/ML functionality for a specific AI/ML-enabled feature.
Functionality switching: Deactivating a currently active AI/ML functionality and activating a different AI/ML functionality for a specific AI/ML-enabled feature.
Performance monitoring: A procedure that monitors inference performance of the AI/ML functionality



Observation 3: Functionality control terminology is required to understand the corresponding signalling and procedures effectively.
Proposal 4: RAN2 to adopt the definition of functionality activation, deactivation, switching, and performance monitoring:
· Functionality activation:  Enable an AI/ML functionality for a specific AI/ML-enabled feature.
· Functionality deactivation: Disable an AI/ML functionality for a specific AI/ML-enabled feature.
· Functionality switching: Deactivating a currently active AI/ML functionality and activating a different AI/ML functionality for a specific AI/ML-enabled feature.
· Performance monitoring: A procedure that monitors inference performance of the AI/ML functionality.
2.2	Functionality-based LCM
While the agreed functional framework for AIML is a starting point to identify the key blocks of the AIML architecture, it does not provide the flexibility to split the blocks across entities. The intention is to identify essential functions that are needed in functionality-based LCM and the possible interaction between each function. Moreover, our objective is to identify any the standardization impact. The diagrams proposed in this section improve upon the agreed functional framework, discussed in section 2.2, by splitting the data collection block between the UE and NW for one-side and two-side models, and splitting the inference block between the UE and NW for two-side models. Our proposed functional diagrams for both one sided and two-sided functionality-based LCM are illustrated in Figure 2.2.1-1 and Figure 2.2.2-1.
Note 1: In this document, we emphasize on signaling of performance monitoring data. The training data collection related singaling and procedures can be found in our companion tdocs R2-2310837, R2-2311057 [8, 9]. 
Note 2: The signaling and functions that have no impact on specification are grayed in Figures 2.2.1-1 and 2.2.2-1. The grey blocks pertain to signaling completely internal to the UE or NW. For example, UE performance monitoring data is an input to functionality management, but how the performance monitoring data used in NW can be implementation specific.
2.2.1	Functionality-based LCM for one-sided use cases
The functional diagram of functionality-based LCM for one-sided use cases in Figure 2.2.1-1 consists of three functions: Data collection; ML inference; and Functionality management.
Data collection is a function that provides inference data and monitoring data to ML inference and management functions, respectively. The data collection function is split into at least two separate entities to allow the NW, e.g., gNBs and LMFs, to coordinate and control with the ML inference function which may be resided in different entities, and to control the functionality/feature. 
The ML inference function, on the other hand, receives the inference data from data collection function and performs inference based on functionality configuration provided by the NW. The output of the inference may require additional post processing and it is fed back or forwarded to the data collection function. The inference function is directly managed by the functionality management function. 
The functionality management function, which could be collocated with NW entities such as gNBs or LMFs, is responsible for various management actions, such as configuration, activation, switching of the functionality in UE based on the UE capabilities and received monitoring data from the data collection function.

[image: A diagram of a data flow

Description automatically generated]
Figure 2.2.1-1: Different functions in Functionality-based LCM for one-sided use cases. Note that, the signaling and functions that have specification impact are highlighted in black.
Observation 4: RAN2 needs to focus on signaling and procedures for the performance monitoring data and functionality management actions.
Proposal 5: Adopt functional diagram in Figure 2.2.1-1 to study signaling and protocols required for functionality-based LCM in one-sided use cases.
The role of each function and its sub functions for functionality-based LCM is described in Table 2.2.1-1.
Table 2.2.1-1 The Role of LCM functions and sub functions.
	LCM function
	Sub function
	Role(s)/Desciption

	Data collection
	Inference data pre-processing
	The functions required to enable the data collection and pre-processing of inference data and collection of post-processed monitoring data.

	
	Monitoring data post-processing
	

	ML inference
	Functionality configuration
	The function required to execute the functionality at the UE-side by running underlying ML algorithms in inference operating mode. The inputs to the ML (logical) model(s) are assumed to be pre-processed; the output from the (logical) model(s) are assumed to be post-processed in the ML inference function.

	
	ML (logical) model(s) inference
	

	
	Output data post-processing
	

	Functionality management
	Functionality identification
	Identification of the ML Functionality in the LCM management module of a given ML-enabled Feature/Functionality based on conditions indicated by the UE capability. This procedure could re-use most the existing UE capabilities reporting framework [3].

	
	Functionality performance monitoring (of the active Functionality)
	Monitoring signaling procedure(s) for configured Feature/Functionality using the conditions (monitoring parameters) indicated by the UE capability

	
	Functionality activation/deactivation/switching (between Functionalities for the same feature/FG)
	Signaling procedure(s) needed to allow the LCM management operational control of the configured ML-enabled Feature/Functionality.

	
	Functionality configuration
	Configuration of the registered ML-enabled Functionalities using the conditions (configuration parameters) indicated by the UE capability



Proposal 6: Include Table 2.2.1-1 to define each function and sub function in functionality-based LCM.
Proposal 7: RAN2 to use as working assumption that the AIML functionality management functions, including the functionality identification, configuration, monitoring, and activation/deactivation/switching functions, are located at the gNB/LMF side.
2.2.2	Functionality-based LCM for two-sided use cases 
Similar to one-sided use case, the functionality diagram of functionality-based LCM for two-sided use cases, shown in Figure 2.2.2-1, consists of three functions: Data collection; ML inference; and Functionality management.
In this case, the data collection function is split into at least three different entities. The aim is to allow the NW to manage the functionality management function in the NW by providing monitoring data from both UE and NW. In addition to this, the data collection function coordinates with inference function resided in different entities. Furthermore, the inference function is now split into two separate entities to enable the AIML feature supporting functionality-based LCM for two-sided use cases. The roles of each function and sub-function are similar to one sided use cases described in Table 2.2.1-1.
[image: A diagram of a data flow

Description automatically generated]
Figure 2.2.2-1: Functions in functionality-based LCM for two-sided use cases. Note that, the signaling and functions that have specification impact are highlighted in black.
Proposal 8: Adopt functional diagram in Figure 2.2.2-1 to study signaling and protocols required for functionality-based LCM in two-sided use cases.
2.3	Conditions and additional conditions
2.3.1 	Conditions
In functionality-based LCM, the functionality identification procedure [1] allow us to understand the specific interaction required between the NW and UE. The key step is to obtain UE conditions that inform the NW of the available general functionalities that enable AIML features. Even though the conditions may vary across sub use cases, we identify a common set of conditions that may be applicable to UE-side and UE part of two-sided functionalities across all sub-use cases.  In the following table, we exemplify which general conditions could be signaled by the UE as part of the UE capabilities.
Table 2.4-1: General conditions on different configurations.
	Conditions on configurations
	Description

	1. Inference (use case specific) 
	Indicates the capabilities associated with configurations/parameters (use-case specific) for functionalities of ML-enabled feature.

	2. Performance monitoring (use case specific) 
	Indicates UE support for NW-sided functionality monitoring, and conditions on related configuration options for functionality performance monitoring. 
If applicable, indicates UE support for UE-sided functionality performance monitoring, and conditions on feedback/reporting (triggers, events, proxy KPIs, reporting mechanisms, etc.)

	3. Functionality configurations (generic) 
	Indicates the max number of configured/activated functionalities, delays in activating/switching of functionalities, and Generalization condition of functionalities

	4. Functionality validation procedure (use case specific)

	Indicates UE support for Functionality validation procedure (NW-initiated, UE-triggered). 
Indicates conditions for validation procedure (delays, measurement configurations, reporting configurations) 

	5. Supporting fallback (use case specific)
	Indicates UE support for one or more fallback features (triggers/events, delays, etc.)

	6. Context information (use case specific) – part of additional conditions
	If applicable, indicates UE support for monitoring and reporting conditions for UE-side inference context e.g., radio KPIs not explicitly linked to the ML Functionality, and/or non-radio metrics (position, movement, temperature, etc.)



Proposal 9: RAN2 to adopt the table of general conditions into the TR as a starting point to define conditions.
2.3.2 	Additional conditions
In last RAN2#123 meeting, RAN2 discussed on the ‘applicability condition’, which RAN1 is referred to as ‘additional condition’. Without understanding the definition of additional condition, the need for this and without definite scope, RAN2 was discussing the procedures and signaling for this. In RAN1, the discussion of additional condition was raised due to the generalization performance issues related to ML models. Multiple ML models may be able to solve generalization issues by assuming the indication of additional conditions associated with ML models. It is to be noted that any ML model has to deal with a variety of deployment scenarios in reality and therefore, it is not feasible to address this variability in the specifications. The motivation of having additional condition is still unclear in the RAN1 discussion and it is still not well justified by the current use cases. Looking at listed examples of additional conditions in our RAN1 companion paper [R1-2310184, 10], describing the configuration and signaling to enable these additional conditions will be a huge and unnecessary challenge in the specification.
Proposal 10: RAN2 shall not study any signalling for additional conditions in Release 18 use cases.
2.4	UE capability reporting procedures
2.4.1	CSI enhancement and Beam Management use cases
To enable capability exchange for the CSI enhancement and beam management use cases, the legacy RRC capability exchange procedure [6] will be used to indicate support for general conditions of AIML-enabled functionalities, and conditions specific to the aforementioned use cases. Based on RAN1 agreement, a Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability.
Proposal 11: Capabilities will be signalled through the RRC capability exchange procedure, i.e., UE Capability Inquiry and UE Capability Information, for the beam management, CSI compression, and CSI prediction use cases.
2.4.2	Positioning accuracy enhancement use case
To enable capability exchange for the positioning use case, the legacy LPP capability exchange procedure [7] will be enhanced. In LPP, each positioning method has its own Request Capabilities and Provide Capabilities messages. These messages would be defined for each new ML-enabled positioning method to signal the capabilities.
Proposal 12: Capabilities will be signalled through the LPP capability exchange procedure, i.e., LPP Request and Provide Capabilities, for the positioning use-case.
3	Conclusion
This document has made the following observations:
Observation 1: “Applicability conditions” used in RAN2 has created confusion and made difficulty to discuss the related signalling and protocols. 
Observation 2: The functional framework captured in [1] is insufficient to discuss the essential signalling procedures to be specified for functionality-based LCM in NR air interface for release 18 use cases.
Observation 3: Functionality control terminology is required to understand the corresponding signalling and procedures effectively.
Observation 4: RAN2 needs to focus on signaling and procedures for the performance monitoring data and functionality management actions.
And proposed the following:
Proposal 1: RAN2 shall adapt RAN1 terminologies and definitions on conditions, additional conditions, and applicable functionality to progress. Agreed terminologies should only be complemented in RAN2 with appropriate explanation and motivation. 
Proposal 2: Clarify RAN2 understanding on the definition of applicability conditions, which maps to additional conditions in RAN1 and consistently use the term ML model instead of AIML algorithm.
Proposal 3: Add a note to the agreed functional framework that the figure is only for illustrative purpose of generic LCM components and cannot be used directly to design and specify the functionality-based LCM associated signalling procedures in RAN2.
Proposal 4: RAN2 to adopt the definition of functionality activation, deactivation, switching, fallback, and performance monitoring:
•	Functionality activation:  Enable an AI/ML functionality for a specific AI/ML-enabled feature.
•	Functionality deactivation: Disable an AI/ML functionality for a specific AI/ML-enabled feature.
•	Functionality switching: Deactivating a currently active AI/ML functionality and activating a different AI/ML functionality for a specific AI/ML-enabled feature.
•	Performance monitoring: A procedure that monitors inference performance of the AI/ML functionality.
Proposal 5: Adopt functional diagram in Figure 2.2.1-1 to study signaling and protocols required for functionality-based LCM in one-sided use cases.
Proposal 6: Include Table 2.2.1-1 to define each function and sub function in functionality-based LCM.
Proposal 7: RAN2 to use as working assumption that the AI/ML functionality management functions, including the functionality identification, configuration, monitoring, and activation/deactivation/switching functions, are located at the gNB/LMF side.
Proposal 8: Adopt functional diagram in Figure 2.2.2-1 to study signaling and protocols required for functionality-based LCM in two-sided use cases.
Proposal 9: RAN2 to adopt the table of general conditions into the TR as a starting point to define conditions.
Proposal 10: RAN2 shall not study any signalling for additional conditions in Release 18 use cases.
Proposal 11: Capabilities will be signalled through the RRC capability exchange procedure, i.e., UE Capability Inquiry and UE Capability Information, for the beam management, CSI compression, and CSI prediction use cases.
Proposal 12: Capabilities will be signalled through the LPP capability exchange procedure, i.e., LPP Request and Provide Capabilities, for the positioning use-case. 
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