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Introduction
In RAN2#121bis-e [1], further agreements were made as follows:
FFS if For UE capability for AIML methods we use the UE capability mechanisms as defined for RRC reported and LPP reported capabilities. 
For the CSI compression and beam management use cases, model/function selection/(de)activation/switching/fallback can be UE-initiated or gNB-initiated. FFS how the different cases are different (e.g., applicability to UE-sided vs network sided model). 
For the positioning use case, model/function selection/(de)activation/switching/fallback can be UE-initiated or LMF-/ gNB-initiated. FFS how the different cases are different (e.g. applicability to UE-sided vs network sided model).

The following agreements were made in RAN2#123 related to reporting of applicability conditions [2].AIML algorithm for a certain use case may be tailored towards and applicable to certain scenarios /location/configuration/deployment etc. AIML algorithm may be updated, e.g., by model change (these are observations): 
RAN2 assumes that for UE-side AIML, the UE may inform the RAN about applicability conditions   of AIML algorithm(s) available to the UE, to support RAN control (e.g., activation/deactivation/switching). 


 


In RAN1#112 [3] bis-e meeting further agreements were made related to UE capability, applicability conditions and additional conditions.· For AI/ML functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models:
· Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability.
· Correspondingly, functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG.
· FFS: Signalling to support functionality-based LCM operations, e.g., to activate/deactivate/fallback/switch AI/ML functionalities
· FFS: Whether/how to address additional conditions (e.g., scenarios, sites, and datasets) to aid UE-side transparent model operations (without model identification) at the Functionality level
· FFS: Other aspects that may constitute Functionality
· FFS: which aspects should be specified as conditions of a Feature/FG available for functionality will be discussed in each sub-use-case agenda.
· For AI/ML model identification and model-ID-based LCM of UE-side models and/or UE-part of two-sided models:
· model-ID-based LCM operates based on identified models, where a model may be associated with specific configurations/conditions associated with UE capability of an AI/ML-enabled Feature/FG and additional conditions (e.g., scenarios, sites, and datasets) as determined/identified between UE-side and NW-side.
· FFS: Which aspects should be considered as additional conditions, and how to include them into model description information during model identification will be discussed in each sub-use-case agenda.
· FFS: Relationship between functionality and model, e.g., whether a model may be identified referring to functionality(s).
· FFS: relationship between functionality-based LCM and model-ID-based LCM
· Note: Applicability of functionality-based LCM and model-ID-based LCM is a separate discussion.
· Study how to handle the impact of UE’s internal conditions such as memory, battery, and other hardware limitations on functionality/model operations and AI/ML-enabled Feature.
· Note: it does not preclude any existing solutions.





In RAN1#113 [4] meeting the following agreements were made related to UE capability, applicability conditions and additional conditions.· Once models are identified, UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report as starting point.
· FFS: applicability to model identification, Type A, type B1 and type B2 
· FFS: Using a procedure other than UE capability report
· Note: model identification using capability report is not precluded for type B1 and type B2
Study how to handle the impact of UE’s internal conditions such as memory, battery, and other hardware limitations on functionality/model operations and AI/ML-enabled Feature.
Note: it does not preclude any existing solutions.


AI/ML capability exchange including dynamic applicability and additional conditions between the UE and the network will help in various aspects of model LCM and model delivery. It will be essential to support both specific and generic use-cases and functionality. 
Initial set of use cases and their respective sub-use cases considering aspects such as performance, complexity, and potential specification impact as agreed by RAN-1 [5] includes: 
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction
· Spatial-frequency domain CSI compression using two-sided AI model.
· Time domain CSI prediction using UE-sided model.
· Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement
· Spatial-domain DL beam prediction, with UE-sided or NW-sided AI model
· Temporal DL beam prediction, with UE-sided or NW-sided AI model
· Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions.
· Direct AI/ML positioning (i.e., the AI/ML model is directly producing the UE location as output)
· Assisted AI/ML positioning (i.e., the AI/ML model is producing an existing or new measurement report that is used to estimate the UE location using legacy positioning methods)
The AI/ML capability information will also help the UE and network to manage model and functionality behavior in terms of model selection, (de)-activation, switching, update, and fallback etc. Therefore, the AI/ML capability exchange between the UE and the network needs to be introduced. 
Observation 1: AI/ML capability reporting together with varying applicability conditions and UE’s internal conditions between the UE and the network is essential for efficiently conducting AI/ML model LCM procedure and model delivery.
In this contribution, we will discuss RAN2 signaling aspects on AI/ML capability exchange between the UE and network considering latest RAN1 and RAN2 agreements on the following topics: 
· AI/ML Capability Exchange procedure considering RAN-1 identified use-cases, AI/ML model LCM and related functionalities.
· Reporting of applicability conditions, UE capability information and UE’s internal conditions to the network required for efficient AI/ML Model LCM also including management of use case associated functionality, model delivery, and update.
Discussion
Aspects related to UE capability reporting & applicability-related reporting were first addressed during RAN2#123 [2]. The summary of the discussion is captured in [6] named summary report of [AT123][001] [AIML] UE capability and applicability conditions that included various proposals. It also included complete support from various companies on how to proceed with the UE capability reporting for AIML for PHY use cases.
During the online discussion [6], RAN2 have already identified that the legacy UE capability reporting framework can serve as the baseline to report supported AI/ML-enabled features. In addition to this RAN2 confirmed that Stage 3 details concerning these reporting should be postponed to normative phase. This has been supported by almost all the companies.
During the online discussion in RAN2, it has been identified and captured in [6] that the supported AI/ML-enabled features can be reported using the legacy UE capability reporting framework. Additionally, RAN2 confirmed that Stage 3 information pertaining to this reporting should be postponed to the normative phase. This has been supported by almost all the companies.
Therefore, to proceed quickly with the UE capability reporting for AIML for PHY use cases RAN2 may agree on P1 and P2 of R2-230202 [6].
Proposal 1: RAN2 may agree to P1 and P2 of Summary report of [AT123][001] [AIML] UE capability and applicability conditions in R2-2309202 [6] as it has been supported by almost all the companies.
The discussion on applicability conditions in RAN2 was triggered due to RAN1 agreements made in RAN1 112b-e [7] cited and highlighted in section-1 Introduction above.
In the Summary Report of [AT123][001] [AIML] UE capability and applicability conditions in R2-2309202], the discussion on the applicability conditions in RAN2 has been documented.
RAN2 assumed that terminology "additional conditions" used in RAN1 is equal to “applicability conditions" captured in TR 38.843. This means that one AI/ML functionality/model is applicable under certain configurations / scenarios / datasets. According to RAN1 discussion, the following applicability conditions may be applied:
1) certain scenarios (e.g., channel model, UE distribution, UE mobility levels, carrier frequencies, etc).
2) certain configurations (e.g., UE/gNB config, bandwidths, antenna port layouts)
3) certain sites
4) UE’s internal conditions such as memory, battery, and other hardware limitations
During the discussion, several companies had diverse opinions on applicability conditions scope and terminology and so far, a consensus has not been reached. Therefore, RAN2 may need to discuss and clarify applicability conditions, related issues, terminology and define its scope.
Proposal 2: RAN2 to discuss and clarify terminology related to applicability conditions and its scope. 
For AI/ML model LCM and delivery/update, the UE may report its AI/ML capability to the network for model or functionality (de) activation, switching, fall back procedure. It is worth noting that a UE may have the capability to support AI/ML functionality/feature and model LCM which may be fixed and maybe reported using enhanced legacy capability procedure.
However, a UE’s ability at different times to support AI/ML model or associated functionality and meet related performance KPIs (including both AI/ML model and UE/device performance KPI) maybe different depending on the applicability conditions for e.g., device environment, scenario, site, configuration etc. 
It is also worth noting that UE’s internal conditions such as device computation usage, power-consumption, etc. for the given applicability conditions at a given time may be different and needs to be critically considered while making any modifications or changes in model or functionality (re) configuration. The AI/ML model and its LCM process must adapt to the applicability and UE’s internal conditions at a given time to meet the AI/ML model and device performance KPI target in an efficient manner. 
Proposal 3: RAN2 to discuss and clarify if the UE’s internal conditions and hardware limitations are also considered as applicability conditions or it needs to be reported separately. 
The AI/ML model/functionality may need to adapt to the varying applicability conditions as well as dynamic UE’s internal conditions such as RF and Power/resource consumption status, memory, battery status, storage, and other hardware limitations etc. Also, the UE or gNB may need to optimize its hardware and software resources to support various models and their functions associated with intended use-cases. From data collection for model training at the network or UE-side perspective (e.g., gNB or OAM centric data collection), UE’s internal conditions e.g., memory/processing power/energy consumption including data and signalling overhead is crucial and must be reported to the network. 
Observation 2: The UE might also need to report its internal conditions to the network in addition to the applicability conditions to better manage AI/ML model/functionality behaviour. This is required to be done given the changing UE environment, related network design, data collecting requirements, and various applicability situations.
Hardware/software resource optimizations at the UE and gNB are critical to support tailored AI/ML models while/functionality while consistently meeting AI/ML model LCM and device performance KPIs. In addition to this, applicability of a certain AI/ML model may change if the applicability conditions around the UE changes which consequently may lead to adaption of network configuration due to (for e.g., network load, bandwidth, UE mobility, RRM, antenna configuration etc.). Thus, this may impact the UE’s internal conditions and these changes in UE’s internal conditions may be required to be reported to the network. How often and when these changes are reported to the network can be configured by the network since the network has better awareness of the UE environment and its configuration. The reporting of UE’s internal conditions as well as the applicability conditions maybe done using for e.g., User Assistance Information (UAI) or RRC signalling procedure. This process is different than the usual UE capability information exchange which is static and reports only fixed UE capabilities to the network on a relatively not so frequent basis.
Proposal 4: RAN2 to define and discuss procedures to report applicability conditions and UE’s internal conditions reporting between the UE and the network.
Not all the applicability conditions and UE's internal conditions needs to be reported at a given time and it may depend on UE’s active AI/ML model or functionality(s) associated with a use-case. A complete list of applicability conditions and UE’s internal conditions together with full list of UE capability information (which maybe dynamic in nature) may be very large in size and incur signalling overhead. Also, in the case of AI/ML UE capability information, it can be reported as per feature or sub-feature which could be a function of UE’s internal conditions and applicability conditions. Thus, in some cases the UE may report its capability information together with UE’s internal conditions and applicability conditions in a dynamic manner. 
Thus, to support AI/ML models and related functionality at a particular time, the network may configure the UE to report to the network its applicability conditions, selective set of UE capability information, and UE internal conditions. This needs to be done to reduce data and signalling overhead.
The reporting of UE’s applicability conditions, capability information and internal conditions may be configured in a periodic or event-based manner using for e.g., UAI or RRC signalling. This may be performed considering UE’s power saving efficiency. The network and/or UE may identify applicability conditions and UE’s internal conditions individually or separately and indicate it in same or separate messages. 
Proposal 5: RAN2 to discuss and define procedures to report applicability conditions and UE’s internal conditions reporting between the UE and the network that allows network to flexibly configure to report a set of selective and relevant information associated with an AI/ML model or functionality respectively.
Proposal 6: RAN2 to discuss and define procedure for configuring and reporting a selective set of AI/ML UE capability information associated with a target use-case, applicability conditions and UE’s internal conditions respectively.
Proposal 7: RAN2 to discuss and define procedure that allows network to configure triggers and events that allows UE to initiate reporting of applicability conditions and UE internal conditions. 
Conclusions
In this contribution, we discuss the necessity and significance of reporting AI/ML capability, applicability conditions and UE’s internal conditions between the UE and the network considering RAN1/2 agreements. The findings and recommendations discussed in this contribution are as follows: 
Observation 1: AI/ML capability reporting together with varying applicability conditions and UE’s internal conditions between the UE and the network is essential for efficiently conducting AI/ML model LCM procedure and model delivery.
Observation 2: The UE might also need to report its internal conditions to the network in addition to the applicability conditions to better manage AI/ML model/functionality behaviour. This is required to be done given the changing UE environment, related network design, data collecting requirements, and various applicability situations.
Proposal 1: RAN2 may agree to P1 and P2 of Summary report of [AT123][001] [AIML] UE capability and applicability conditions in R2-2309202 [6] as it has been supported by almost all the companies.
Proposal 2: RAN2 to discuss and clarify terminology related to applicability conditions and its scope. 
Proposal 3: RAN2 to discuss and clarify if the UE’s internal conditions and hardware limitations are also considered as applicability conditions or it needs to be reported separately. 
Proposal 4: RAN2 to define and discuss procedures to report applicability conditions and UE’s internal conditions reporting between the UE and the network.
Proposal 5: RAN2 to discuss and define procedures to report applicability conditions and UE’s internal conditions reporting between the UE and the network that allows network to flexibly configure to report selective and relevant information associated with an AI/ML model or functionality respectively.
Proposal 6: RAN2 to discuss and define procedure for configuring and reporting a selective set of AI/ML UE capability information associated with a target use-case, applicability conditions and UE’s internal conditions respectively.
Proposal 7: RAN2 to discuss and define procedure that allows network to configure triggers and events that allows UE to initiate reporting of applicability conditions and UE internal conditions. 
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