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Introduction
In RAN2#123 meeting, based on the contributions, the following agreements have been achieved:

	At least the NSAG ID that is assigned to the S-NSSAI triggering the RA attempt and belongs to the NSAG ID of the feature combination used to select the RA configuration should be reported.

Addition of an indication in RA report whether RA-SDT procedure is successful or not. Details of the indication and whether it is a single flag or further differentiation of the failure scenarios are needed are FFS.


The contribution intends to discuss remaining RACH report enhancements relevant to RACH partitioning.
Discussion
Inclusion of SDT information

It has been agreed that to indicate an indication in RA report whether RA-SDT procedure is successful or not with details of the indication and whether it is a single flag or further differentiation of the failure scenarios are needed are FFS.  According to current specs, the failed SDT transmission could be due to different reasons, e.g, random access problem, due to expiry of T319a, or due to reaches max number of RLC re-transmission, which may require different optimizing strategies. For example, in case the failed SDT is due to expiry of T319a, it could mean the configuration of T319a may need to be optimized. Therefore it is proposed to include the failure cause (e.g., expiry of T319a) when SDT fails. And presence of failure cause could be an implicit indication that the SDT has failed. 
Observation 1: Including failure cause of SDT fails in the RACH report can help NW to analyze the root cause of failed SDT procedure, which can also used as an implicit indication that the SDT has failed.
Proposal 1: UE includes the failure cause of failed SDT operation (e.g., expiry of T319a, reaches maximum RLC retransmission and etc.) in RACH report.
Another ffs issue is whether and how to include the data volume information in RACH report. In our understanding , there are two kinds of data volume information can be considered:

Data volume buffered at UE’side when initiating the SDT. 

Data volume buffered at UE’side when SDT fails.
For data volume buffered at UE’s side when initiating SDT, it is beneficial to help NW to perform fine tuning of the threshold configured for SDT triggers,. And for the data volume buffered at UE’side when SDT fails, it would be beneficial for NW to know the remaining data buffered and decide how and whether to configure SDT next time.  

Observation 2: It is beneficial for UE to report the data volume buffered by UE upon SDT initiation and when SDT fails, so that NW can decide whether and how to configure the threshold properly for subsequent SDT transmission.

Therefore based on above analysis, below proposal is made:
Proposal 2: UE includes below information in RA report containing SDT information: 

The data volume buffered at UE side upon SDT initiation
The data volume buffered at UE side when SDT fails
Noticed that by presence of data volume information in RA report, NW can understands the RACH procedure is initiated for SDT, therefore no explicit indication is required so similar purpose. 
NSAG ID(s) in RA reports
Based on the previous meeting, RAN2 has agreed that at least the NSAG ID that is assigned to the S-NSSAI triggering the RA attempt and belongs to the NSAG ID of the feature combination used to select the RA configuration should be reported. However, in RAN2#123, further discuss whether the following NSAG IDs to be included in the RA reports:

a)
NSAG ID(s) that belong to the S-NSSAI(s) triggering the RA attempt and included in SIB1 (even if they were not used to select the RA configuration, e.g., due to belonging to lower priority NSAGs).

b)
NSAG ID(s) that belong to the S-NSSAI(s) triggering the RA attempt (even if they are not included in SIB1).

Both a) and b) can work in terms of RACH optimization.However b) can provide more information indicating the mismatch between NW configured RACH resource and UE requirement in certain slices. For example, in initial deployment NW may only configure RACH resource for slice a and b, while there is an increasing requirement in slice c, but due to no dedicated RACH resource for slice c, UE cannot initiate RACH or can only initiate RACH when slice a or c triggers RACH. If such situation happens frequently which is clear a improper NW configuration. In order to allow identify such situation, it is preferred to adopt b) for indicating triggered slice information.

Observation 3: Includes all NSAG IDs that triggers RACH regardless it is in SIB1 or not allows NW to identify the mismatched NW configuration and actual UE requirement on slices. 
Proposal 3: UE includes all NSAG ID(s) that belong to the S-NSSAI(s) triggering the RA attempt in RACH report when triggering RACH partitioning event is slicing. 
NSAG priorities in RA reports
In RAN2#122, there is an FFS on whether to include NSAG priority in RA report, which depends on the outcome of the previous discussion on the detailed slice information to be included in RACH report. It is not doubt that the slice priority information can be beneficial for NW to allow assign RACH resource properly for different NSAG IDs since NSAG priority is specific to the UE and only provided by the CN, so the gNB cannot have knowledge of these information. If the gNB knows the NSAG priority that the UE applies for RACH, it can identify the appropriate resources. If option b can be agreed, then the priority information can be included without extra signalling overhead, i.e, UE can report the triggered NSAG(s) for random access in the order of slice priority assigned in NAS signalling. 

Observation 4: Provided all NSAG Ids can be included, the priority of NASGs can be implicitly indicated by the order of NSAG IDs included in RACH report without extra signalling cost.
Proposal 4: The UE includes NSAG IDs in the RACH report by priority configured by CN (i.e., highest priority first, by descending order) .
Conclusion and proposals

Based on above analysis, we have the following observations and proposals: 

Observation 1: Including failure cause of SDT fails in the RACH report can help NW to analyze the root cause of failed SDT procedure, which can also used as an implicit indication that the SDT has failed.
Observation 2: It is beneficial for UE to report the data volume buffered by UE upon SDT initiation and when SDT fails, so that NW can decide whether and how to configure the threshold properly for subsequent SDT transmission.

Observation 3: Includes all NSAG IDs that triggers RACH regardless it is in SIB1 or not allows NW to identify the mismatched NW configuration and actual UE requirement on slices. 
Observation 4: Provided all NSAG Ids can be included, the priority of NASGs can be implicitly indicated by the order of NSAG IDs included in RACH report without extra signalling cost.
Proposal 1: UE includes the failure cause of failed SDT operation (e.g., expiry of T319a, reaches maximum RLC retransmission and etc.) in RACH report.
Proposal 2: UE includes below information in RA report containing SDT information: 

The data volume buffered at UE side upon SDT initiation
The data volume buffered at UE side when SDT fails
Proposal 3: UE includes all NSAG ID(s) that belong to the S-NSSAI(s) triggering the RA attempt in RACH report when triggering RACH partitioning event is slicing. 
Proposal 4: The UE includes NSAG IDs in the RACH report by priority configured by CN (i.e., highest priority first, by descending order) .
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