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1 Introduction
RAN2#123-bis has the following guidance on data collection:
[bookmark: OLE_LINK1]Postpone evaluation discussion unitil RAN1 reply is received. Can continue to discussion Open issues. 
[bookmark: OLE_LINK320]Mapping of functionality to entities, for Data collection (i.e. do we use the existing data collection frameworks as is or what modifications do we expect, any aspects that is not covered that may be important?)
Including outcome of [Post123][059][AIML] Data Collection (Ericsson)

In this paper, we use the following inputs for our discussions:
At RAN2#122 meeting, RAN2 agreed on a LS to RAN1, for asking data collection requirements.
· For part A reply LS, [1] is the final version.
· For part B reply LS, RAN1 is still discussing it via email discussion.
There is a post-meeting email discussion [Post123][059][AIML] Data Collection (Ericsson) on addressing some issues for data collection. For some questions, we have some comments and suggestions.

2 Discussion
2.1 Discussion on the reply LS on part A
In the RAN1 reply LS [1], it mentions:
Regarding Assumption 3 of Part A,
	Assumption 3:
RAN2 assumes that the analysis/selection of the data collection frameworks should focus on the RRC_CONNECTED state (for both data generation and reporting). Analysis and potential enhancement of the non-connected state can be revisited when needed.


RAN1 confirms RAN2’s Assumption 3 for CSI compression, CSI prediction, beam prediction and Positioning use cases.
For positioning, it is noted that existing specification supports DL PRS measurement and UE positioning in both RRC_CONNECTED and RRC_INACTIVE state.

RAN1 has confirmed that the data collection requirements are for RRC_CONNECTED state. Thus, we should follow the assumption, i.e., focus on the data collection frameworks of RRC_CONNECTED state.
Proposal 1: For CSI and BM, the data collection requirements are for RRC_Connected UEs, so RRC_Connected state should be focused.

[bookmark: _Hlk146381643]For RRC_inactive state, so far only positioning may have the requirements. However, RAN1 just indicated the legacy definitions, but they did not indicate whether there are new requirements for AIML based mechanisms. Secondly, the model of positioning trained by the data collected in RRC_CONNECTED state may fit the RRC_INACTIVCE scenario well, because the environments at the same position should be very similar for UEs at different RRC states. Whether the UE in RRC_CONNECTED state would not affect the model inference.
Thus, for RRC states other than RRC_Connected state, we think it still needs more RAN1 progress.
Proposal 2: For Positioning, RRC_Connected state is considered.
Proposal 3: For RRC_Inactive state for positioning, RAN2 to wait for more RAN1 progress on data collection requirements for AIML based mechanisms (per LCM component).

2.2 Discussion on the reply LS on part B (v029)
In RAN1 LS reply on data collection, the data content, data transfer direction, typical data size, reporting type and typical latency requirement for all use cases have been analysed. It is noted that RAN1 is still discussing the LS, and v029 (the latest version got from 3GPP server) is temporarily used for RAN2 impact analysis.
For the column “Data transfer direction”, we note that RAN1 is using “UE to training entity”, “NW-side” for their discussions. We think RAN2 has made some progress on mapping of functions at RAN2#123 meeting [5]. Once RAN1 requirements on data collection are clear enough, RAN2 can use both RAN1 inputs on data collection and RAN2 progress of mapping of functions as inputs, for further discussing issues.
Observation 1: For “UE to training entity”, “NW-side” in the RAN1 reply LS on part B, it can be discussed together with RAN2 progress on mapping of functions.

2.2.1 CSI compression
For the data collection requirements for CSI compression, the RAN1 feedbacks are listed in the following table:
	LCM purpose
	Data content
	Data transfer direction
	Typical data size (per data sample)
	Reporting type

	Typical latency requirement
	Notes

	Offline model training
	Target CSI (Precoding Matrix or channel matrix)
	UE to training entity

	Depends on format: 
~ 1000 bits (eType II), 
~ A few 1000 bits (eType-like with enhance parameters); 
~ 100K bits (float32)
	No agreement
	Relaxed

	

	
	Target CSI (precoding matrix for Type 3 separate training)
	NW-first: NW-side to UE-side; 

UE-first: UE-side  to NW-side  
	~ 1000 bits
	offline
	Relaxed
	

	Inference
	CSI Feedback
	UE to NW
	~ 1000 bits
	periodic, aperiodic
	Time-critical
	Can use L1 report similar to legacy CSI

	NW-sided real-time monitoring
	Reconstructed CSI
	NW to UE
	~ 1000 bits (eType II format)
	RAN1 to confirm the feasibility and necessity
	Near-real-time
	

	
	Target CSI (Precoding Matrix)
	UE to NW
	Depends on format: 
~ 1000 bits (eType II) 
~ A few 1000 bits (eType-like with enhanced parameters) 
~ 100K bits (float32)
	RAN1 to confirm the feasibility and necessity
	Near-real-time
	


As we can see that the reporting type for different LCM includes offline, periodic, aperiodic and no agreement/RAN1 to confirm the feasibility and necessity. 
For offline model training, there are no agreements on reporting type, which means RAN2 cannot further analyse the impact. In addition, RAN1 has not decided whether to use L1 signalling for data collection or not. Thus, RAN2 should wait for more RAN1 progress.
For inference, RAN1 confirm that they can use L1 report similar to legacy CSI, so we think RAN2 do not need to duplicate the discussion on solutions from RAN2 point of view. In general, we can rely on RAN1 solution on inference.
NW-sided real-time monitoring is similar to offline training that RAN1 needs to confirm the feasibility and necessity. Thus, RAN2 should wait for more RAN1 progress.
Observation 2: For CSI compression:
· For offline model training and NW-sided monitoring, there are no agreements on reporting type and RAN1 has not decided on L1 signalling for data collection, so RAN2 should wait for more RAN1 progress.
· For inference, RAN1 view is that this can use L1 report similar to legacy CSI. There is no need to discuss L3 signalling reporting.

2.2.2 CSI prediction
For the data collection requirements for CSI prediction, the RAN1 feedbacks are listed in the following table:
	LCM purpose
	Data content
	Data transfer direction
	Typical data size (per data sample)
	Reporting type

	Typical latency requirement
	Notes

	model training
	Target CSI in observation and prediction window
	UE to training entity
	Depends on format and window size (assumed 10 samples below): 


~ 1M bits (float32)
(based on 10 CSI-RS instances as input)
	No agreement
	Relaxed
	For data size, RAN1 reply is based on channel matrix which has been more widely evaluated than precoding Matrix.

	Inference
	Predicted CSI feedback (AI/ML output)
	UE to NW
	Depends on format:
~ 1000 bits (legacy codebook)
	Periodic, aperiodic, semi-persistent
	Time-critical
	Can use L1 report similar to legacy CSI

	NW-sided monitoring
	
Predicted CSI and/or the corresponding ground truth
	UE to NW
	Depends on format:
~ 1000 bits (legacy codebook)
	No agreement
	Near-real-time
	


Similar to CSI compression. We summarize the table from two perspectives.
For offline model training and NW-sided real-time monitoring, there are no agreements on reporting type, which means RAN2 cannot further analyse the impact. In addition, RAN1 has not decided whether to use L1 signalling for data collection or not. Thus, RAN2 should wait for more RAN1 progress.
For inference, RAN1 confirm that they can use L1 report similar to legacy CSI, so we think RAN2 do not need to duplicate the discussion on solutions from RAN2 point of view. In general, we can rely on RAN1 solution on inference.
Observation 3: For CSI prediction:
· For offline model training and NW-sided monitoring, there are no agreements on reporting type, so RAN2 should wait for more RAN1 progress.
· For inference, RAN1 view is that this can use L1 report similar to legacy CSI. There is no need to discuss L3 signalling reporting.

2.2.3 Beam management (including both UE-sided and network-sided models)
For the data collection requirements for beam management, the RAN1 feedbacks are listed in the following table:
	LCM purpose
	UE-side/NW-side models
	Data content
	Data transfer direction
	Typical data size (per sample)
	Reporting type
	Typical latency requirement
	Notes

	model training
	UE-side
	
For Set B: L1-RSRPs [and beam-IDs]
For Set A: L1-RSRPs and/or beam-IDs
	UE to training entity

	
Up to ~500 bits
	No agreement
	Relaxed
	


	
	NW-side
	For Set B: L1-RSRPs [and beam-IDs]

For Set A: L1-RSRPs and/or beam-IDs
	UE to training entity
	Up to ~500 bits
	No agreement
	Relaxed
	Agreed options to be studied as data content.
No consensus on reporting type yet

	Inference
	NW-side
	L1-RSRP, Beam-ID for Set B
	UE to NW
	
Up to ~100 bits
	
No agreement
	Time-critical
	

	NW-sided monitoring
	NW-side 
	
Same as model training, NW-side
	UE to NW
	
Up to ~500 bits 
	No agreement
	Near-real-time
	


We summarize the table as follows:
For offline model training, inference and NW-sided real-time monitoring, there are no agreements on reporting type, which means RAN2 cannot further analyse the impact. In addition, RAN1 has not decided whether to use L1 signalling for data collection or not. Thus, RAN2 should wait for more RAN1 progress.
Observation 4: For beam management:
· For offline model training, inference and NW-sided monitoring, there are no agreements on reporting type and RAN1 has not decided on L1 signalling for data collection, so RAN2 should wait for more RAN1 progress.

2.2.4 Positioning (including UE-sided/gNB-sided/LMF-sided models)
For positioning related use cases, RAN1 agreements are listed as below (for information):
Positioning accuracy enhancement
•	Direct AI/ML positioning
	Note: this refers to the fact that the AI/ML model is directly producing the UE location as output
•	Assisted AI/ML positioning
	Note: this refers to the fact that the AI/ML model is producing an existing or new measurement report that is used to estimate the UE location using legacy positioning methods (e.g., triangulation).
•	For the above 2 points (i.e., direct/assisted AI/ML positioning), RAN1 have captured the following (sub)cases:
-	Case 1: UE-based positioning with UE-sided model, direct AI/ML or AI/ML assisted positioning
-	Case 2a: UE-assisted/LMF-based positioning with UE-sided model, AI/ML assisted positioning
-	Case 2b: UE-assisted/LMF-based positioning with LMF-sided model, direct AI/ML positioning
-	Case 3a: NG-RAN node assisted positioning with gNB-sided model, AI/ML assisted positioning
-	Case 3b: NG-RAN node assisted positioning with LMF-sided model, direct AI/ML positioning

For the data collection requirements for positioning, the RAN1 feedbacks are listed in the following table:
	LCM purpose
	Case
	Data content
	Data transfer direction
	Typical data size (per data sample)
	Reporting type

	Typical latency requirement
	Notes

	model training
	1, 2a, 3a, 
	Measurements: timing, power, and/or phase info


	1,2a: UE/PRU to training entity
3a: gNB to training entity


	Size depends on measurement type (timing and/or power and/or phase info) and report format:
88-6665 bits per PRS/SRS resource
Note: the lower bound (88) is assuming first path and 8 additional path timing only; while the upper bound (6665) is assuming 256 measurement samples.
(No agreement on the data dimension yet in RAN1)
	
No agreement
	Relaxed
	

	
	2b, 3b
	
Measurements:
Timing, power, and/or phase info 
(No agreement on exact data contents yet in RAN1) 
	2b: UE/PRU to training entity
3b: gNB to training entity
	
Size depends on measurement type (timing and/or power and/or phase info) and report format:
88-6665 bits per PRS/SRS resource
Note: the lower bound (88) is assuming first path and 8 additional path timing only; while the upper bound (6665) is assuming 256 measurement samples.
(No agreement on the data dimension yet in RAN1)
	No agreement
	Relaxed
	

	
	1, 2b, 3b
	Label: Location information
	1:
UE/PRU to training entity
2b, 3b: LMF and/or network entity to training entity
Other entities are under discussion.
	104 to 144 bits 

	No agreement
	Relaxed
	

	
	2a, 3a
	Label: Intermediate positioning measurement (timing, [RSRP/RSRPP], LOS/NLOS indicator)
	2a: UE/PRU/LMF to training entity
3a: LMF and/or network entity to training entity
Other entities are under discussion.
	28 bits per PRS/SRS resource
Spec allows reporting of up to 64 PRS/SRS resources per frequency layer.
[See Note1 below for assumptions]
	No agreement
	Relaxed
	

	Inference
	
	
	
	
	
	
	

	
	2a, 3a
	Intermediate positioning measurement of PRS (timing, [RSRP/RSRPP], LOS/NLOS indicator) as model output
	2a: UE to LMF
3a: gNB to LMF
	
28 bits per PRS/SRS resource
Spec allows reporting of up to 64 PRS/SRS resources per frequency layer.
[See Note1 below for assumptions]

	Same as case 1
	Same as case 1
	

	
	2b, 3b
	Measurements:
Timing, power, and/or phase info 
(No agreement on exact data contents yet in RAN1)
	2b: UE to LMF
3b: gNB to LMF
	Size depends on measurement type (timing and/or power and/or phase info) and report format:
88-6665 bits per PRS/SRS resource
Note: the lower bound (88) is assuming first path and 8 additional path timing only; while the upper bound (6665) is assuming 256 measurement samples.
(No agreement on the data dimension yet in RAN1)
[See Note1 below for assumptions]

	Same as case 1
	Same as case 1
	

	
	
	
	
	
	
	
	

	NW-sided monitoring
	2a, 3a
	statistics of the difference between model output and provided ground truth label 

Statistics of model output compared to the statistics associated with the training data and/or its own previous inference output
	2a: LMF to UE
3a: LMF to gNB
	10s of bits (RAN1 still works on deciding metrics)
	RAN1 to confirm the feasibility and necessity
	Near-real-time
	


As we can see that there are no agreements on the reporting type for model training, inference and NW-sided monitoring. Thus, RAN2 should wait for RAN1 progress.
Observation 5: For positioning:
· For offline model training, inference and NW-sided monitoring, there are no agreements on reporting type, so RAN2 should wait for more RAN1 progress.

[bookmark: _GoBack]
According to the analysis above, even if RAN1 has provided their responses for Part B questions, there are still some open issues for more RAN1 discussions, e.g. reporting type is FFS, RAN1 to confirm the feasibility and necessity. For some LCM components, RAN1 view is that L1 signalling can be used to report some information, so there is no need for RAN2 to duplicate the discussion on solutions.
In general, we think more RAN1 progress on data collection requirements are needed before RAN2 discussing any issues.
Proposal 4: RAN2 should wait for more RAN1 progress on data collection part (per LCM component per use case).

2.3 Discussion on report of [Post123][059][AIML] Data Collection
In the post-email discussion for data collection, we have provided our comments, but we still have some concerns on some discussions.

· Q1: For training of NW-side models, do you believe that there is the need to prioritize gNB- or OAM-centric data collection?

a) Yes, gNB-centric data collection should be prioritized
b) Yes, OAM-centric data collection should be prioritized
c) No, both gNB- and OAM-centric data collection should be equally prioritized

Regarding the Q1, it is said whether we need to prioritize gNB- or OAM-centric data collection.
For the terminologies, we think they will bring some ambiguities. For example, in the legacy MDT mechanism, the user consent is used and this mechanism involves couple of network entities, and thus it is hard to say a specific entity is the central node for all data collection actions.
Thus, we suggest to use gNB- or OAM-based data collection instead of gNB- or OAM-centric data collection.
Proposal 5: RAN2 to consider to use gNB- or OAM-based data collection instead of gNB- or OAM-centric data collection.

Regarding the OAM-centric data collection, some issues are discussed. However, we think some question descriptions are not aligned. For example, it is said “do you agree that an OAM-centric data collection implies that the OAM configures the UE to initiate the data collection procedure and the OAM terminates the data collection procedure?” in Q6. But in Q7, it is said “Related to OAM-centric data collection for NW-side model training, do you agree that RAN2 should study the potential impact on MDT?”.
For OAM-based data collection, we think MDT is an example, and it can be used as the baseline for further discussions. For other solutions, we are interested in understanding details and how they can be used in this SI.
Proposal 6: For OAM-based data collection, MDT should be the baseline for AIML data collection.

Regarding the Q4, potential impact on L3 signalling reports are discussed and some principles are listed as follows：
Taking into account proposals from different papers submitted to RAN2#123, the following principles may be envisaged for the L3 signalling reporting for NW-side model training:
a) [bookmark: _Hlk146566568]The L3 signalling reporting framework for NW-side model training should not interfere with the ordinary L3 measurement reporting signalling used for RRM purposes and mobility.
b) The L3 signalling reporting framework for NW-side model training should allow the UE to store sets of measurements and then report them to the gNB in multiple RRC segments (which might be needed if the UE has collected lots of data).
c) The L3 signalling reporting framework for NW-side model training should allow the UE to report in a single RRC report multiple measurements taken at different points in time.
d) The L3 signalling reporting framework for NW-side model training implies that the UE may be configured to report measurements periodically.
e) The L3 signalling reporting framework for NW-side model training implies that the UE may be configured to report measurements upon fulfilling certain events.
For a), we think that is unclear for discussing. For example, how to define the interference and how to quantized the interference should be the WI work, we cannot discuss it without any assumptions and restrictions.
For b) and c), regarding the wording “in multiple RRC segments”, it implies that RRC segmentation is used here. Currently, if UE wants to send a large report to NW, there can be two ways: multiple UL RRC messages (e.g. for logged MDT measurement reporting), or UL RRC segmentation (e.g. for UE capability reporting). In additional, whether we need multiple RRC segments or RRC messages are also depend on the RAN1 input related the data size. In study item phase, we may not need to discuss RRC solution details.
For d) and e), they are about network configurations, which seem straightforward. However, reporting type should be discussed before discussing configuration part, and it may correspond to RAN1 replies on data collection requirements. We may not need to discuss it in SI phases.
Proposal 7: RAN2 can discuss the following requirements for NW-sided model training:
· The L3 signalling reporting framework for NW-side model training should allow the UE to store sets of measurements and then report them to the gNB
· The L3 signalling reporting framework for NW-side model training should allow the UE to report in a single RRC report multiple measurements taken at different points in time.
For how UE reports the measurements to NW is about solution details, which may not need to be discussed in SI phase.

· Q7: Related to OAM-centric data collection for NW-side model training, do you agree that RAN2 should study the potential impact on MDT?

a) Yes, the study of immediate MDT should be prioritized.
b) Yes, the study of logged MDT should be prioritized. 
c) Yes, both the immediate MDT and logged MDT should be equally prioritized.
d) No, alternative collection framework should be studied. Please specify what.

Regarding the Q7, immediate MDT and logged MDT are discussed. The question is focus on which MDT mechanism should be prioritized. Let us recall the issue if we introduce MDT mechanism for AL/ML data collection. On one hand, the immediate MDT is work at RRC_CONNECTED state and it can log only one sample once. It cannot meet the AI/ML requirements due to the NW may need to collect lots of data sample for training. One the other hand, the logged MDT can log the data sample but it cannot work at RRC_CONNECTED state. 
Thus, there may be two solutions, i.e., allowed the logged immediate MDT or extended the logged MDT to RRC_CONNECTED state. It seems both of them can figure out the data collection issue well. However, we should notice that all data collection requirements are in RRC_CONNECTED state except positioning. Thus, we should prioritize the study of immediate MDT. The data collection for positioning case in RRC_INACTIVE can be an exceptional case. In other words, the necessity of studying logged MDT for AIML purpose should be clarified.
Proposal 8: The necessity of studying logged MDT for AIML purpose should be clarified.

Regarding the Q14, it mentions:
Data collection:
At UE side for UE-side AI/ML model:
-	UE reporting to NW supported/preferred configurations of DL RS transmission.
-	Trigger/initiating data collection considering:
-	Option 1: data collection initiated/triggered by configuration from NW.
-	Option 2: request from UE for data collection.
During the email discussion, some companies think that at least data collection initiated/triggered by configuration from NW may have RAN2 impact, but the details may have RAN1 dependency for CSI and BM use cases. We agree with this point. Firstly, RAN1 did have some discussion on the above option 2, as there may be some benefits. Secondly, the details seem unclear, at least details have not been captured in the TR, which needs some clarifications. Thirdly, it should be discussed per LCM component per use case, e.g. whether it is only for training, or can be considered for other purposes.
In addition, it is our understanding that more requirements need to be clarified, e.g.:
· For a specific LCM component for a specific use case, what information needs to be requested by UE
· How urgent the UE should get the configuration? In our opinion, if the data collection is for training, it should not be urgent
· What are the UE behaviours if the NW do not accept the request? In our opinion, the NW may have some reasons to not accept the UE request, e.g. due to short of network resources or network congestion status. In this case, UE will get nothing from network side and it just keeps the previous status, and thus the data collection effect is compromised
In general, we need more RAN1 inputs on this option 2.
Proposal 9: For request from UE for data collection, RAN2 to wait for more RAN1 progress, e.g. requirements (per LCM component per use case).

2.4 Discussion on existing data collection frameworks
The latest table for data collection mechanisms is listed as below.
	
	Involved Network entity
	RRC state to generate data
	Max payload size per reporting*
	Contents to be collected
	End-to-End report latency**
	Report type
	Security and Privacy

	Logged MDT
	TCE/OAM
(It can be utilized by gNB)
	RRC_IDLE/RRRC_INACTIVE
	<9kbyte
	L3 cell/beam measurements, location info, sensor info,
timing info
	1) Procedure latency***:
· Latency to enter CONNECTED state
· Latency to receive gNB request signaling (~20ms)
2) Air interface signaling latency****: 
· ~20ms (RRC)
3) Other latency:
· Forwarding latency between gNB and TCE
	Upon gNB request after entering RRC_CONNECTED
	AS security via RRC message,
Privacy via user consent 

	Immediate MDT
	TCE/OAM
(It can be utilized by gNB)
	RRC_CONNECTED
	<9kbyte
	L3 cell/beam measurements, location info, sensor info
	1) Procedure latency:
· Report interval: 
· l20ms~30min for periodic report
· TTT for event triggered report
2) Air interface signaling latency:
· ~20ms (RRC)
3) Other latency:
· Forwarding latency between gNB and TCE   
	Event triggered report,
Periodic reporting
	AS security via RRC message,
Privacy via user consent

	L3 measurements
	gNB
	RRC_CONNECTED
	<9kbyte
	L3 cell/beam measurements
	1) Procedure latency:
· Report interval: 
· l20ms~30min for periodic report
· TTT for event triggered report
2) Air interface signaling latency:
· 20ms (RRC)
	Event triggered report,
Periodic reporting
	AS security via RRC message.


	L1 measurement (CSI reporting)
	gNB
	RRC_CONNECTED
	<1706bit in PUCCH, 
<3840bit in PUSCH
	L1 CSI measurement
	1) Procedure latency:
· Report interval: 
· 4-320 slot for periodic report and semi-persistent report 
· 0-32 slot after reception of DCI for aperiodic report 
2) Air interface signaling latency:
· 1 TTI (PUCCH) 
	Aperiodic report,
Semi-persistent report,
Periodic report
	No AS security


	UAI
	gNB
	RRC_CONNECTED
	<9kbyte
	Assistance information to show UE preference
	1) Procedure latency:
· Upon generation of UE's preference
2) Air interface signaling latency:
· ~20ms (RRC)
	Up to UE implementation when to report
	AS security via RRC message


	Early measurements
	gNB
	RRC_IDLE/RRC_INACTIVE
	<9kbyte
	L3 cell/beam measurements
	1) Procedure latency:
· Latency to enter CONNECTED state
· Latency to receive gNB request signaling (~20ms)
2) Air interface signaling latency: 
· ~20ms (RRC)
	Upon gNB request after entering RRC_CONNECTED
	AS security via RRC message


	LPP
	LMF
	RRC_CONNECTED
	<9kbyte
	Location info
	1) Procedure latency:
· Latency to get upper layer trigger (for UE triggered)
· Or latency to receive NW request message (~20ms)
2) Air interface signaling latency: 
· ~20ms (RRC)
3) Other latency:
· Forwarding latency between gNB and LMF
	UE-triggered,
NW-triggered
	AS security via RRC message




For CSI and BM related use cases, we think immediate MDT is a possible candidate solution, and there are the following reasons:
(1) Immediate MDT can be used to transmit L3 cell/beam measurements from the UE to the NW. If RAN1 has identified L3 cell/beam measurements requirements, RAN2 may discuss possible solutions
(2) It can provide privacy protection via user consent

In addition, L1 measurement is a possible candidate solution, and it is up to RAN1 for the decision.
For positioning use cases, RAN2 can discuss whether to use LPP or use immediate MDT for data collection purpose. In our understanding, if the data collection requirement is between UE and gNB, immediate MDT mechanism can be considered; and if the data collection requirement is between UE and LMF, LPP mechanism can be considered.

In general, for data collection discussions in RAN2, if RAN1 can identify some requirements, we think some existing frameworks can be considered for possible solutions.
Proposal 10: Existing data collection mechanisms (as identified by the previous RAN2 meeting) should be used to support potential data collection requirements.

3 Conclusion
In this paper, we discuss data collection aspects, by considering the latest RAN1 progress on the reply LS and the email discussion [Post123][059]. We have the following observations and proposals:
Observation 1: For “UE to training entity”, “NW-side” in the RAN1 reply LS on part B, it can be discussed together with RAN2 progress on mapping of functions.
Observation 2: For CSI compression:
· For offline model training and NW-sided monitoring, there are no agreements on reporting type and RAN1 has not decided on L1 signalling for data collection, so RAN2 should wait for more RAN1 progress.
· For inference, RAN1 view is that this can use L1 report similar to legacy CSI. There is no need to discuss L3 signalling reporting.
Observation 3: For CSI prediction:
· For offline model training and NW-sided monitoring, there are no agreements on reporting type, so RAN2 should wait for more RAN1 progress.
· For inference, RAN1 view is that this can use L1 report similar to legacy CSI. There is no need to discuss L3 signalling reporting.
Observation 4: For beam management:
· For offline model training, inference and NW-sided monitoring, there are no agreements on reporting type and RAN1 has not decided on L1 signalling for data collection, so RAN2 should wait for more RAN1 progress.
Observation 5: For positioning:
· For offline model training, inference and NW-sided monitoring, there are no agreements on reporting type, so RAN2 should wait for more RAN1 progress.

Proposal 1: For CSI and BM, the data collection requirements are for RRC_Connected UEs, so RRC_Connected state should be focused.
Proposal 2: For Positioning, RRC_Connected state is considered.
Proposal 3: For RRC_Inactive state for positioning, RAN2 to wait for more RAN1 progress on data collection requirements for AIML based mechanisms (per LCM component).
Proposal 4: RAN2 should wait for more RAN1 progress on data collection part (per LCM component per use case).
Proposal 5: RAN2 to consider to use gNB- or OAM-based data collection instead of gNB- or OAM-centric data collection.
Proposal 6: For OAM-based data collection, MDT should be the baseline for AIML data collection.
Proposal 7: RAN2 can discuss the following requirements for NW-sided model training:
· The L3 signalling reporting framework for NW-side model training should allow the UE to store sets of measurements and then report them to the gNB
· The L3 signalling reporting framework for NW-side model training should allow the UE to report in a single RRC report multiple measurements taken at different points in time.
For how UE reports the measurements to NW is about solution details, which may not need to be discussed in SI phase.

Proposal 8: The necessity of studying logged MDT for AIML purpose should be clarified.
Proposal 9: For request from UE for data collection, RAN2 to wait for more RAN1 progress, e.g. requirements (per LCM component per use case).
Proposal 10: Existing data collection mechanisms (as identified by the previous RAN2 meeting) should be used to support potential data collection requirements.
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