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1   Introduction
Based on the following agenda for RAN2#123-bis meeting, this paper is to discuss the mapping of functionality.
Progress the logical arch (if needed). 
Mapping of Functionality to entities, general aspects.

2   Discussion
2.1 Mapping of functionality for CSI feedback enhancement
[2] captures the following table:
Proposal 1: The Table 1 can be used as starting point for discussion on mapping of AI/ML functions to physical entities for CSI compression with two-sided model.
Table 1: The mapping of functions to physical entities for CSI compression with two-sided model
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training(offline training)
	gNB, OAM, OTT server, UE, [FFS: CN]

	b)
	Model transfer/delivery
	For training Type 1: gNB->UE, or OAM->gNB&UE, or OTT server->gNB&UE, or UE->gNB, [FFS: CN->gNB&UE]
For training Type 3: 
· For UE part of two-sided model: OTT server->UE, [FFS: CN->UE]; 
· For NW part of two-sided model: OAM->gNB, [FFS: CN->gNB]; 

	c)
	Inference
	NW part of two-sided model: gNB
UE part of two-sided model: UE

	d)
	Model/functionality monitoring
	NW-side: NW monitors the performance
UE-side: UE monitors the performance and may report to NW

	e)
	Model/functionality control (selection, (de)activation, switching, updating, fallback)
	gNB, [FFS: UE]


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.
Note 2: For b), no model transfer/delivery is expected if the entity for model training and model inference is the same one.
Note 3: Whether/how OAM is to be involved may need to consult RAN3, SA5. 
Note 4: Whether/how CN is to be involved may need to consult RAN3, SA2.


FFS on CN involvement for model training and model transfer/delivery
For [FFS: CN], we are unclear about the necessity of involving CN. CSI compression with two-sided model is mainly about PHY layer, and it is natural to involve UE and RAN. Usually CN is not involved with PHY layer features, so we think the necessity of involving CN is unclear.
Observation 1: For model training and model transfer/delivery for CSI compression with two-sided model, the necessity of involving CN is unclear.


FFS on UE involvement for model/functionality control
We observe that monitoring and control are being discussed in RAN1, so RAN2 can leave it to RAN1 decision.

For model transfer/delivery
For all use cases identified by RAN1, we observe that only CSI compression with two-sided may need model transfer/delivery, but it still needs more RAN1 progress.
For “OTT server->gNB&UE”, we are unclear about the feasibility of direction “OTT server->gNB”, e.g. how the procedure works, who deploys and controls OTT server. In our understanding, we rarely discussed the interaction between gNB and an entity outside 3GPP, so “OTT server->gNB” should be removed.
Observation 2: For all AI related use cases, only CSI compression with two-sided may need model transfer/delivery.
Proposal 1: For OTT server to gNB for CSI compression with two-sided model, we suggest to remove it as the feasibility is unclear.

2.2 Mapping of functionality for UE-sided CSI prediction
In [2], the discussion on UE-sided CSI prediction is postponed, and the rapporteur’s note is as below:
Rapporteur’s notes: It is observed that CSI prediction with UE-side model can share similar analysis to beam management with UE-side model. However, considering there is no more discussion in RAN1, it may be better to wait for RAN1’s progress.

According to the TR [3], we think RAN1 has made some progress on this use case, and then RAN2 could discuss the mapping of functionality as well. In our opinion, the mapping of functions for UE-sided CSI prediction is similar to UE-sided BM.

Proposal 2: The Table X can be used as starting point for discussion on mapping of AI/ML functions to physical entities for CSI prediction with UE-side model.
Table x: The mapping of AI/ML functions to physical entities for CSI prediction with UE-side model
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training(offline training)
	UE-side OTT server, UE

	b)
	Model transfer/delivery
	UE-side OTT server->UE

	c)
	Inference
	UE

	d)
	Model/functionality monitoring
	UE (UE monitors the performance, and may report to gNB), gNB (gNB monitors the performance)

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	gNB if monitoring resides at UE or gNB, 
UE if monitoring resides at UE


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.
Note 2: For b), no model transfer/delivery is expected if the entity for model training and model inference is the same one.
Note 3: Whether/how OAM is to be involved may need to consult RAN3, SA5.
Note 4: Whether/how CN is to be involved may need to consult RAN3, SA2.


2.3 Mapping of functionality for UE-sided BM
[2] captures the following table:
Proposal 2: The Table 2 can be used as starting point for discussion on mapping of AI/ML functions to physical entities for beam management with UE-side model.
Table 2: The mapping of AI/ML functions to physical entities for beam management with UE-side model
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training(offline training)
	UE-side OTT server, UE, [FFS: gNB, OAM, CN] 

	b)
	Model transfer/delivery
	UE-side OTT server->UE, [FFS: gNB->UE, or OAM->UE, or CN->UE] 

	c)
	Inference
	UE

	d)
	Model/functionality monitoring
	UE (UE monitors the performance, and may report to gNB), gNB (gNB monitors the performance)

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	gNB if monitoring resides at UE or gNB, 
UE if monitoring resides at UE


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.
Note 2: For b), no model transfer/delivery is expected if the entity for model training and model inference is the same one.
Note 3: Whether/how OAM is to be involved may need to consult RAN3, SA5.
Note 4: Whether/how CN is to be involved may need to consult RAN3, SA2.


FFS on gNB/OAM/CN involvement for model training and model transfer/delivery
For [FFS: gNB, OAM, CN], we are unclear about the necessity of involving them. For UE-sided model, it is suitable for UE to do the training, e.g. UE-side OTT server, because UE should have enough information for doing that. As shown in the above table, UE-side OTT server and UE have been listed, so at least both entities are possible for doing model training, and for model transfer/delivery, it is possible for UE-side OTT server to send the model(s) to UE (Solution 4 for model transfer/delivery). On top of UE-side OTT server/UE approach, we wonder about the necessity of involving gNB/OAM/CN.
Observation 3: For model training and model transfer/delivery for UE-sided BM, the necessity of involving gNB/OAM/CN is unclear.

2.4 Mapping of functionality for network-sided BM
[2] captures the following table:
Proposal 3: The Table 3 can be used as starting point for discussion on mapping of AI/ML functions to physical entities for beam management with NW-side model.
Table 3: The mapping of functions to physical entities for beam management with NW-side model
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	gNB, OAM, [FFS: CN, OTT server]

	b)
	Model transfer/delivery
	OAM->gNB, [FFS: CN->gNB, OTT server->gNB]

	c)
	Inference
	gNB

	d)
	Model/functionality monitoring
	gNB

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	gNB


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.
Note 2: For b), no model transfer/delivery is expected if the entity for model training and model inference is the same one.
Note 3: Whether/how OAM is to be involved may need to consult RAN3, SA5.
Note 4: Whether/how CN is to be involved may need to consult RAN3, SA2.


FFS on CN/OTT server involvement for model training and model transfer/delivery
For [FFS: CN, OTT server], we are unclear about the necessity of involving them. Normally, the network-sided model is gNB specific, and thus it is suitable for gNB/OAM to do the model training. In addition, for RAN3 led WI AI for NG-RAN, no CN/OTT server related mechanisms were discussed. So we are unclear about the necessity of involving CN/OTT server.
Observation 4: For model training and model transfer/delivery for network-sided BM, the necessity of involving gNB/OAM/CN is unclear.

2.5 Mapping of functionality for UE-sided Positioning
[2] captures the following table:
Proposal 4: The Table 4 can be used as starting point for discussion on mapping of AI/ML functions to physical entities for positioning with UE-side model (case 1 and 2a).
Table 4: The mapping of functions to physical entities for positioning with UE-side model (case 1 and 2a) 
	Use case
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	UE-side OTT server, UE, [FFS: LMF, OAM, CN]

	b)
	Model transfer/delivery
	UE-side OTT server->UE, [FFS: LMF->UE, OAM->UE, CN->UE]

	c)
	Inference
	UE

	d)
	Model/functionality monitoring
	UE, LMF

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	UE if monitoring resides at UE, 
LMF if monitoring resides at UE or LMF


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.
Note 2: For b), no model transfer/delivery is expected if the entity for model training and model inference is the same one.
Note 3: Whether/how OAM is to be involved may need to consult RAN3, SA5.
Note 4: Whether/how CN/LMF is to be involved may need to consult RAN3, SA2.


FFS on LMF/OAM/CN involvement for model training and model transfer/delivery
Similar to our analysis in section 2.3. The necessity is unclear.
Observation 5: For model training and model transfer/delivery for UE-sided Positioning, the necessity of involving LMF/OAM/CN is unclear.

2.6 Mapping of functionality for LMF-sided Positioning
It seems no issues left, so no need for further discussions.


2.7 Mapping of functionality for gNB-sided Positioning
[2] captures the following table:
Proposal 6: The Table 6 can be used as starting point for discussion on mapping of AI/ML functions to physical entities for positioning with gNB-side model (case 3a).
Table 6: The mapping of AI/ML functions to entities for positioning with gNB-side model (case 3a) 
	Use case
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	gNB, OAM, [FFS: LMF]

	b)
	Model transfer/delivery
	OAM->gNB, [FFS: LMF->gNB]

	c)
	Inference
	gNB

	d)
	Model/functionality monitoring
	gNB, [FFS: LMF]

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	gNB, [FFS: LMF]


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.
Note 2: For b), no model transfer/delivery is expected if the entity for model training and model inference is the same one.
Note 3: Whether/how OAM is to be involved may need to consult RAN3, SA5.
Note 4: Whether/how LMF is to be involved may need to consult RAN3, SA2.

FFS on LMF involvement for model training and model transfer/delivery
For [FFS: LMF], we are unclear about the necessity of involving it. Normally, the network-sided model is gNB specific, and thus it is suitable for gNB/OAM to do the model training. In addition, for RAN3 led WI AI for NG-RAN, no CN/OTT server related mechanisms were discussed. So we are unclear about the necessity of involving LMF.
Observation 6: For model training and model transfer/delivery for gNB-sided Positioning, the necessity of involving LMF is unclear.

FFS on LMF involvement for model/functionality monitoring and control
We observe that monitoring and control are being discussed in RAN1, so RAN2 can leave it to RAN1 decision.

3   Conclusion
In this paper, we discuss the leftover issues for mapping of functionality, and we have the following observations and proposals:
Observation 1: For model training and model transfer/delivery for CSI compression with two-sided model, the necessity of involving CN is unclear.
Observation 2: For all AI related use cases, only CSI compression with two-sided may need model transfer/delivery.
Observation 3: For model training and model transfer/delivery for UE-sided BM, the necessity of involving gNB/OAM/CN is unclear.
[bookmark: _GoBack]Observation 4: For model training and model transfer/delivery for network-sided BM, the necessity of involving gNB/OAM/CN is unclear.
Observation 5: For model training and model transfer/delivery for UE-sided Positioning, the necessity of involving LMF/OAM/CN is unclear.
Observation 6: For model training and model transfer/delivery for gNB-sided Positioning, the necessity of involving LMF is unclear.

Proposal 1: For OTT server to gNB for CSI compression with two-sided model, we suggest to remove it as the feasibility is unclear.
Proposal 2: The Table X can be used as starting point for discussion on mapping of AI/ML functions to physical entities for CSI prediction with UE-side model.
Table x: The mapping of AI/ML functions to physical entities for CSI prediction with UE-side model
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training(offline training)
	UE-side OTT server, UE

	b)
	Model transfer/delivery
	UE-side OTT server->UE

	c)
	Inference
	UE

	d)
	Model/functionality monitoring
	UE (UE monitors the performance, and may report to gNB), gNB (gNB monitors the performance)

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	gNB if monitoring resides at UE or gNB, 
UE if monitoring resides at UE


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.
Note 2: For b), no model transfer/delivery is expected if the entity for model training and model inference is the same one.
Note 3: Whether/how OAM is to be involved may need to consult RAN3, SA5.
Note 4: Whether/how CN is to be involved may need to consult RAN3, SA2.
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