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1. Introduction
In R2-2309202 Rapportuer have captured following view from Companies input during email discussions.

	Based on company input, Rapporteur have below proposals.
Proposals with majority view:
Proposal 1 (24/24): The legacy UE capability framework serves as the baseline to report UE’s supported AI/ML-enabled Feature/FG:
· For CSI and beam management use cases, it is indicated in UE AS capability in RRC (i.e., UECapabilityEnquiry/UECapabilityInformation). 
· For positioning use case, it is indicated in positioning capability in LPP.
Proposal 2 (23/24): RAN2 confirm that stage 3 details of AI/ML-enabled Feature/FG (e.g. granularity of Feature/FG) in legacy UE capability are postponed to discuss in the normative phase.
Proposal 5 (23/24): RAN2 may study whether any RAN2 impact case by case only after RAN1 made concrete conclusion on metrics of applicability conditions.  
Proposal 6 (21/24): Because applicability conditions may update frequently, enhance existing signaling to report them to the NW when they are available at the UE (e.g. as annex to the capability report, to the reconfiguration complete or to the UAI).

Proposals with some harmonization
Proposal 3: To facilitate discussion on procedure and signaling, RAN2 assumes that “applicability conditions” means one AI/ML functionality/model is applicable under certain conditions (e.g. configurations / scenarios / datasets). 
Proposal 3a: RAN2 to discuss mapping of RAN1 concepts ("Conditions", "Additional Conditions", "Identified Functionalities") to RAN2 signaling concepts in contribution driven manner at the next meeting.
Proposal 4: On procedure of how applicability condition works, RAN2 identify below 2 options for further study in SI:
· Alt-1: the UE is configured with AIML based features, evaluates the applicability conditions, applies the configured actions associated with the condition, and notifies the network if needed. 
· Alt-2: in addition to the AI/ML-enabled Feature/FG reporting via legacy capability framework, the UE reports the applicability conditions to the network, and the network configures the UE AI/ML-enabled features. 




The agreements in RAN2#120 on use case specific
	Proposals from Rapporteur for discussion on 
2.2.3	UE capability and applicability
For this topic, the identified list includes the following: 
UE capability reporting & Applicability-related reporting
These aspects were first addressed during RAN2#123
For capabilities: can we take on some of the proposals from [AT123][001][AIML]?
For applicability; 
Is the issue clear?
Is there any terminology roadblock? Do we need to clarify differences between terms?
Can we agree on certain mechanisms to address the issue? If so, which? 
The Summary report of [AT123][001][AIML] UE capability and applicability conditions in R2-2309202, included some proposals (e.g., P1 and P2) with full support on how to proceed with the UE capability reporting for AIML for PHY use cases. The Rapporteur suggest quickly agreeing to those as it would allow to clarify some aspects discussed by RAN1 in the TR and some related RAN2 discussion.
[bookmark: _Toc146275153]In an online discussion, A) RAN2 have already identified that the legacy UE capability reporting framework can serve as the baseline to report supported AI/ML-enabled features, and B) RAN2 confirmed that Stage 3 details concerning these reporting should be postponed to normative phase. This is useful information for the TR. Agreeing to this should be straightforward.

As for the applicability-related discussion. The RAN2#123 discussion was not smooth. So in case there are still questions, RAN2 might need to spend some (small amount of) time clarifying the issue and what eventually needs to be done to tackle it. 
Some alternatives have been proposed by companies. So RAN2 should quickly investigate these and try to agree on which are within the scope. Companies are obviously invited to propose other alternatives/mechanisms.
Additionally, as the Rapporteur sees it, the following aspects captured in the meeting Agenda are also related to the discussion around applicability, applicable conditions, and additional conditions, for which companies are invited to provide their views: 
	Can discuss the AIML model/functionality dependency on locality (e.g. cell specific), UE-side AIML dependency on gNB configuration etc, dependency on other aspects such as UE speed, Network-side AIML dependency to be UE specific etc, and the related procedure impacts.






During RAN2#123 the following was agreed in RAN2:
AIML algorithm for a certain use case may be tailored towards and applicable to certain scenarios/location/configuration/deployment etc. AIML algorithm may be updated, e.g. by model change (these are observations): 
RAN2 assumes that for UE-side AIML, the UE may inform the RAN about applicability conditions of AIML algorithm(s) available to the UE, to support RAN control (e.g. activation/deactivation/switching). 
The procedure for UE reporting of AIML applicability conditions is FFS. 

2. Discussion
In this contribution we will discuss the applicability framework, and as proposed by rapporteur focus on AIML Model/Functionality dependency and related procedural impacts.
Observation 1: 
“Alt-1: the UE is configured with AIML based features, evaluates the applicability conditions, applies the configured actions associated with the condition, and notifies the network if needed. “
This solution allows the UE to have more flexibility as well as certain autonomy in way of activating and de-activating AI/ML-enabled features based on its own observation and assessment of the applicability conditions.
It would typically reduce signalling overhead and latency requirements for switching AI/ML enabled feature/functionality as per applicability.
This will also make the LCM further complex  and with higher complexity would also burden UE side to evaluate the applicability condition. It may cause inconsistency or misalignment between the network and the UE in terms of AI/ML functionality and performance expectations.
“Alt-2 in addition to the AI/ML-enabled Feature/FG reporting via legacy capability framework, the UE reports the applicability conditions to the network, and the network configures the UE AI/ML-enabled features.”
Alt-2 allows the network  to have more control and co-ordination for activation/deactivation of AI/ML- enabled feature functionalities further based on the reported applicability conditions from the UE, this method can better ensure the consistency and alignment between Network and the UE in terms of AI/ML functionality and its performance. However it will increase the signalling overhead and latency between the network and UE.
It may also cause limitation in terms of flexibility and autonomy of the UE in adapting to more dynamic changes of the applicability conditions.
Proposal 1: 
Alt-1 and Alt-2 methods can be supported for different use cases, depending on their specific requirements and characteristics. For example, Alt-1 may be more suitable for use cases that require fast adaptation and low latency, such as beam management and positioning accuracy enhancements. Alt-2 may be more suitable for use cases that require high accuracy and consistency, such as CSI feedback enhancement.
Observation 2: 
Proposal 3: To facilitate discussion on procedure and signaling, RAN2 assumes that “applicability conditions” means one AI/ML functionality/model is applicable under certain conditions (e.g. configurations / scenarios / datasets). 
To facilitate discussion, here is the non-exhaustive list of Dynamic applicability scenarios, that need to be sufficiently covered by RAN2 procedures.
1. AI/ML model applicability may depend on UE locality. For example, beamforming AI/ML model may differ for UE in dense urban vs. rural environment.
2. AI/ML model applicability may depend on UE other aspects, such as speed. For example, channel estimation AI/ML model may differ for high-speed vs. low-speed UE.
3. AI/ML feature applicability may be limited by UE data storage, processing capability, power consumption, and network factors as mentioned in RAN1 report.
4. The applicability of an AI/ML model or functionality on the network may also vary for example in case of network congestion or high processing load on the OAM/Core Network functions.
5. The applicability of an AI/ML model may depend on the privacy constraints of the user. For example, an AI/ML model that requires access to the user's location may not be applicable to users who are concerned about their privacy.
6. AI/ML model applicability may depend on UE and network model version and parameters, This is because the network may need to adjust the parameters of AI/ML models on UEs to optimize their performance for different scenarios or conditions.
7. AI/ML model applicability may depend on Time, day, season, and other environmental factors Examples: traffic prediction, demand forecasting, weather prediction.
8. AI/ML model applicability may depend on Service requirements or QoS requirements, For example, an AI/ML model for URLCC service may be different to eMBB service.
9. AI/ML model applicability may degrade over time due to changes in the environment or in the user's needs. For example, an AI/ML model for channel prediction may become less accurate as the channel conditions change.
10. AI/ML model applicability may depend on the dataset size, dataset quality, dataset bias, dataset staleness.

Broadly they can be divided in to 4 Categories.
Category 1: UE-dependent applicability
UE locality, UE speed, UE data storage, processing capability, power consumption UE privacy constraints
Category 2: Network-dependent applicability
Cell Configurations (including BW,Ports), Network congestion, Network processing load, UE and network model version and parameters,Time, day, season, and other environmental factors, Service requirements or QoS requirements,Network changes over time, Regularoty Requirements, Security Dependencies
Category 3: Dataset-dependent applicability
Data Set Type, Dataset size, Dataset quality, Dataset bias, Dataset staleness
Category 4: Others
User preferences, Regulatory requirements, Security dependent,

Proposal 2: 
Due to varying type of Model Applicability, it is important to take into consideration applicability framework
RAN2 discuss applicability with Categorization of Applicability type.
The applicability framework may define common factors that are common to all use cases or sub-use cases, also specific factors that are only applicable for certain use cases or sub-use cases. The applicability framework may also define common actions that are associated with different states of applicability condition (e.g., activate/deactivate/switch/fallback), as well as specific actions that are only associated with specific use cases or sub-use cases.
 It should be able to support a wide range of use cases and scenarios, and it should be able to evaluate the applicability condition quickly and efficiently.
Observation 3 : 
Proposal 3a: RAN2 to discuss mapping of RAN1 concepts ("Conditions", "Additional Conditions", "Identified Functionalities") to RAN2 signaling concepts in contribution driven manner at the next meeting.
Conditions, Additional conditions and identified functionalities seems to be concept of applicability. 
RAN2 may need to further discuss aplicability concepts.
Proposal 3: We propose that applicability framework for AI/ML-enabled features consist of three main components: 
1. Applicability condition (definition), 
- Dynamic, Static
2. Applicability condition evaluation,
       - By UE or by Network or both.
3. Applicability condition notification.
- By UE or by Network
The applicability condition for AI/ML-enabled features and models determines whether they can be used in a given situation or scenario. It is defined by a set of criteria or thresholds that must be met. The applicability condition may be defined by 3GPP specifications or by the implementation of a particular network or device. It may also be static or dynamic, meaning that it can change depending on various factors such as the user's capabilities, the network environment, or the specific use case. RAN2 focus on applicability framework considering conditions which includes “Additional conditions or identified functionalities.
Applicability condition evaluation: The applicability condition evaluation component determines whether or not an AI/ML-enabled feature or model meets the applicability condition. This is done by evaluating the available information or measurements. The applicability condition evaluation may be performed by either the UE, the network, or both, depending on the collaboration level and the type of model.
Applicability condition notification: The applicability condition notification component notifies whether or not an AI/ML-enabled feature or model is applicable based on the evaluation result. This notification may be performed by either the UE, the network, or both, depending on the collaboration level and the type of model.
Proposal 4:
For RRC layer enhancement or MAC CE ,RAN2 would need to introduce a new container for (RRC Re-configuration annex,UAI, Needforgaps) for applicability condition reporting & RRC or MAC CE notification. The message or container may include the following information:
· Applicability Condition
· The applicability condition result (e.g., Applicable, Not Applicable, fallback, switch, etc.)
· The reason or cause for the applicability condition result “Factor” (e.g. UE Capability, Network Configuration ,Channel, Data Set, Location etc.)
· The action or suggestion for the applicability condition result (e.g., activate, deactivate, update, retrain, etc.)
Conclusion

In this contribution, we provide our further views on applicability of AIML Model.
Proposal 1: 
Alt-1 and Alt-2 methods can be supported for different use cases, depending on their specific requirements and characteristics. For example, Alt-1 may be more suitable for use cases that require fast adaptation and low latency, such as beam management and positioning accuracy enhancements. Alt-2 may be more suitable for use cases that require high accuracy and consistency, such as CSI feedback enhancement.
Proposal 2: 
Due to varying type of Model Applicability, it is important to take into consideration applicability framework
RAN2 discuss applicability with Categorization of Applicability type.
The applicability framework may define common factors that are common to all use cases or sub-use cases, also specific factors that are only applicable for certain use cases or sub-use cases. The applicability framework may also define common actions that are associated with different states of applicability condition (e.g., activate/deactivate/switch/fallback), as well as specific actions that are only associated with specific use cases or sub-use cases.
Proposal 3: We propose that applicability framework for AI/ML-enabled features consist of three main components: 
1. Applicability condition (definition), 
- Dynamic, Static
2. Applicability condition evaluation,
       - By UE or by Network or both.
3. Applicability condition notification.
- By UE or by Network
Proposal 4:
For RRC layer enhancement or MAC CE ,RAN2 would need to introduce a new container for (RRC Re-configuration annex,UAI, NeedforGaps) for applicability condition reporting & RRC or MAC CE notification. The message or container may include the following information:
· Applicability Condition
· The applicability condition result (e.g., Applicable, Not Applicable, fallback, switch, etc.)
· The reason or cause for the applicability condition result “Factor” (e.g. UE Capability, Network Configuration ,Channel, Data Set, Location etc.)
· The action or suggestion for the applicability condition result (e.g., activate, deactivate, update, retrain, etc.)
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