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1 Introduction
[bookmark: _Hlk61519723]SID of AI/ML for NR air interface (RP-213599) was agreed in RAN#94e [1]. After several rounds of discussion, RAN2 scope mainly includes AI/ML model identification, signaling of AI/ML model transfer / delivery, and procedure of LCM and data collection.  
In RAN2#121b-e [2], an analysis table on performance of existing data collection framework was endorsed [7], and new requirement for data collection was made.
Endorse the table as a starting point (e.g. can add more columns if needed later, modify, add rows etc). Content shall be interpreted as current content. 
Chair: There is significant support to aim for evaluating the data collection methods per LCM purpose 
Observation: RAN2 may need to consider enhancements for AIML to existing functionality for data collection, e.g. for timing control (e.g. for MDT/RRM). 
In RAN2#122 [3] data collection was discussed. One LS to RAN1 (R2-2306906) [4] was sent to ask explicit questions that would be helpful to RAN2 to determine suitable mechanism(s) and/or other tentative standards impacts for data collection. RAN1 has sent reply LS on part A to RAN2 in [5], and RAN1 is discussing the reply LS on part B. 
Meanwhile, RAN2#123 [6] discussed physical entity mapping and made below agreement: 
R2-2308286	Report of [Post122][060][AIML] Mapping of functions to physical entities (CMCC)	CMCC	report	Rel-18	FS_NR_AIML_air
P1-P6 are agreed, it is expected that FFS items for which support is not increased will be removed.
However, the mapping for data transfer was not covered in this email discussion. We tend to think it is an important aspect which needs to be captured in TR 38.843. 
In this contribution, we address below two aspects on data collection for AI/ML:
· Data collection framework of offline training
· Functionality entity mapping for data collection
2 Discussion 
2.1 Data collection framework of offline training
In RAN1 reply LS (R1- 2308730) [5], RAN1 has confirmed that there is no latency requirement for offline model training, but model inference and performance monitoring have latency requirement. 
Based on this confirmation, we think the RAN2 work on data collection for inference and monitoring should wait for RAN1 reply LS on part B because they may have strict latency and/or payload size requirements. However, RAN2 can start work on data collection for offline training because no specific RAN1 requirements are expected. Actually, in our understanding, the data collection framework design for training should be left to RAN2.  Assumption 2:
For the latency requirement of data collection, RAN2 assumes:
· For all types of offline model training (i.e., UE- /NW-/ two-sided model training), there is no latency requirement for data collection 
· For model inference, when required data comes from other entities, there is a latency requirement for data collection
· For (real-time) model monitoring, when required monitoring data (e.g., performance metric) comes from other entities, there is a latency requirement for data collection.
RAN1 confirms Assumption 2 in RAN2 LS.


Observation 1: RAN2 work on data collection for inference and monitoring should wait for RAN1 reply LS on part B because they may have strict latency and/or payload size requirements. However, RAN2 can start work on data collection for training because no specific RAN1 requirements are expected. 
Thus, we propose:
Proposal 1: On data collection for inference and performance monitoring, RAN2 can start work only after reception of RAN1 reply LS on part B.  
Proposal 2: On data collection for offline training, RAN2 can start work immediately and the data collection framework design should be left to RAN2.  
Then, according to the endorsed data collection analysis table in [7], we think MDT framework can be prioritized for offline model training. Our justifications are:
1) The data type collected by MDT is aligned with the studied 3 use cases in Rel-18 AI/ML for air interface (i.e. CSI feedback, beam management and positioning).
· The data collected by MDT are mainly various measurements in AS layer (including L3 cell/beam measurements, location info, and sensor info). 
· Although RAN1 has not agreed details of what data to collect for the 3 use cases, they are expected to be also measurements in AS layer. 
2) Satisfy both security and UE privacy requirement
· MDT measurements are reported via RRC message can be only sent from the UE after successful AS security activation.
· User consent is required before NW configures the UE to perform logged MDT and immediate MDT.  
3) The data collected by MDT is visible to both RAN (e.g. for CSI and BM) and CN (e.g. for positioning)
· The MDT data is collected in TCE/OAM, and it can also be utilized by RAN according to TS 37.320.   
Proposal 3: MDT framework is prioritized to study for data collect in offline training due to below reasons:
1) The data type collected by MDT (i.e. various measurements in AS layer) is aligned with the studied 3 use cases in Rel-18 AI/ML for air interface (i.e. CSI feedback, beam management and positioning).
2) Satisfy both security and UE privacy requirement
3) The data collected by MDT is visible to both RAN (e.g. for CSI and BM) and CN (e.g. for positioning)
What's more, RAN1 reply LS (R1- 2308730) [5] confirm that AI/ML based CSI and BM can focus on the RRC_CONNECTED state, but AI/ML based positioning needs to support both RRC_CONNECTED state and RRC_INACTIVE state. 
Assumption 3:
RAN2 assumes that the analysis/selection of the data collection frameworks should focus on the RRC_CONNECTED state (for both data generation and reporting). Analysis and potential enhancement of the non-connected state can be revisited when needed.
RAN1 confirms RAN2’s Assumption 3 for CSI compression, CSI prediction, beam prediction and Positioning use cases.
For positioning, it is noted that existing specification supports DL PRS measurement and UE positioning in both RRC_CONNECTED and RRC_INACTIVE state.


Observation 2: RAN1 reply LS (R1- 2308730) confirm that AI/ML based CSI and BM can focus on the RRC_CONNECTED state, but AI/ML based positioning needs to support both RRC_CONNECTED state and RRC_INACTIVE state.
Thus, the data measured during RRC_INACTIVE state may be missed if only immediate MDT is configured. One may argue that NW can configure both immediate MDT and logged MDT to collect data for AI/ML based positioning. However, such approach will be difficulty for NW to ensure the continuity of collected data because immediate MDT and logged MDT are reported to the NW in different timing and in different message: 
· The immediate MDT result is reported to the NW at any time via MeasurementResult message.
· The logged MDT result is reported to the NW upon entering RRC_CONNECTED state via UEInformationResponse message. 
Observation 3: One may argue that NW can configure both immediate MDT and logged MDT to collect data for AI/ML based positioning. However, such approach will be difficulty for NW to ensure the continuity of collected data because immediate MDT and logged MDT are reported to the NW in different timing and in different message.
We believe this issue is also aligned with the RAN2 agreement to enhance timing control of MDT/RRM:
Observation: RAN2 may need to consider enhancements for AIML to existing functionality for data collection, e.g. for timing control (e.g. for MDT/RRM). 
Thus, we propose:
Proposal 4: On data collection framework of offline training, RAN2 discuss how to enhance timing control and data continuity of MDT for AI/ML based positioning, where data from both RRC_CONNECTED UEs and RRC_INACTIVE UEs need to be collected.  
Even for AI/ML based CSI and BM which are only supported in RRC_CONNECTED state, we think both logged MDT and immediate MDT need to be considered. According to on-going post-meeting email discussion [8], below new requirements are supported by majority companies. 
a) The Immediate MDT framework for NW-side model training should allow the UE to store sets of measurements and then report them in multiple RRC messages (e.g. similar to the logged MDT).
b) The Immediate MDT framework for NW-side model training should allow the UE to store multiple measurements taken at different points in time and report them in a single RRC report.
Existing immediate MDT can't satisfy these two new requirements because it can't well record measurements taken in different times:
1) Only latest one-shot L3 filtered measurement is reported in immediate MDT (same as L3 RRM). Note that the historical measurements before reporting are integrated into reported L3 filtered measurements, and can't be recovered by the NW.
2) The NW configured reporting interval is not equal to the interval the UE performs measurements, for which the UE follows the requirement specified in TS 38.133. It means that the NW may not get measurements taken in the required time samples.
Observation 4: Existing immediate MDT can't well record measurements taken in different times:
1) Only latest one-shot L3 filtered measurement is reported in immediate MDT (same as L3 RRM). The historical measurements before reporting are integrated into reported L3 filtered measurements, and can't be recovered by the NW.
2) The NW configured reporting interval is not equal to the interval the UE performs measurements, for which the UE follows the requirement specified in TS 38.133. It means that the NW may not get measurements taken in the required time samples.
Actually, we think the 2 new requirements imply operation similar to logged MDT. Thus, we think both logged MDT and immediate MDT should be considered for data collection of offline training.
Proposal 5: Even for AI/ML based CSI and BM, both logged MDT and immediate MDT need to be considered because existing immediate MDT can't well record measurements taken in different times.
2.2 Functionality entity mapping for data collection
In RAN2#123 [6], it was discussed physical entity mapping and made below agreement: 
R2-2308286	Report of [Post122][060][AIML] Mapping of functions to physical entities (CMCC)	CMCC	report	Rel-18	FS_NR_AIML_air
-	Quite long discussion
-	CMCC report that FFS items has support from 3 companies.
-	Chair Comment: These options represent several possibilities. RAN2 would typically have selected a specific architecture option, and for a WI, specific option(s) need to be selected. Hope it is possible to further narrow down during the SI. 
P1-P6 are agreed, it is expected that FFS items for which support is not increased will be removed.Table 1: The mapping of functions to physical entities for CSI compression with two-sided model

AL/ML functions (if applicable)
Mapped entities
a)
Model training(offline training)
gNB, OAM, OTT server, UE, [FFS: CN]
b)
Model transfer/delivery
For training Type 1: gNB->UE, or OAM->gNB&UE, or OTT server->gNB&UE, or UE->gNB, [FFS: CN->gNB&UE]
For training Type 3: 
· For UE part of two-sided model: OTT server->UE, [FFS: CN->UE]; 
· For NW part of two-sided model: OAM->gNB, [FFS: CN->gNB]; 
c)
Inference
NW part of two-sided model: gNB
UE part of two-sided model: UE
d)
Model/functionality monitoring
NW-side: NW monitors the performance
UE-side: UE monitors the performance and may report to NW
e)
Model/functionality control (selection, (de)activation, switching, updating, fallback)
gNB, [FFS: UE]
Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.
Note 2: For b), no model transfer/delivery is expected if the entity for model training and model inference is the same one.
Note 3: Whether/how OAM is to be involved may need to consult RAN3, SA5. 
Note 4: Whether/how CN is to be involved may need to consult SA2.

Table 2: The mapping of AI/ML functions to physical entities for beam management with UE-side model

AL/ML functions (if applicable)
Mapped entities
a)
Model training(offline training)
UE-side OTT server, UE, [FFS: gNB, OAM, CN] 
b)
Model transfer/delivery
UE-side OTT server->UE, [FFS: gNB->UE, or OAM->UE, or CN->UE] 
c)
Inference
UE
d)
Model/functionality monitoring
UE (UE monitors the performance, and may report to gNB), gNB (gNB monitors the performance)
e)
Model/functionality control (selection, (de)activation, switching, fallback)
gNB if monitoring resides at UE or gNB, 
UE if monitoring resides at UE
Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.
Note 2: For b), no model transfer/delivery is expected if the entity for model training and model inference is the same one.
Note 3: Whether/how OAM is to be invovled may need to consult RAN3, SA5.
Note 4: Whether/how CN is to be involved may need to consult SA2.





However, the mapping for data transfer was not covered in this email discussion. We tend to think it is an important aspect which needs to be captured in TR 38.843. Note that it doesn't mean how the NW stores dataset but it means which NW entity needs to receive dataset for training / inference / monitoring purpose. It may have spec impacts. Table 3: The mapping of functions to physical entities for beam management with NW-side model

AL/ML functions (if applicable)
Mapped entities
a)
Model training (offline training)
gNB, OAM, [FFS: CN, OTT server]
b)
Model transfer/delivery
OAM->gNB, [FFS: CN->gNB, OTT server->gNB]
c)
Inference
gNB
d)
Model/functionality monitoring
gNB
e)
Model/functionality control (selection, (de)activation, switching, fallback)
gNB
Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.
Note 2: For b), no model transfer/delivery is expected if the entity for model training and model inference is the same one.
Note 3: Whether/how OAM is to be involved may need to consult RAN3, SA5.
Note 4: Whether/how CN is to be involved may need to consult SA2.

Table 4: The mapping of functions to physical entities for positioning with UE-side model (case 1 and 2a) 
Use case
AL/ML functions (if applicable)
Mapped entities
a)
Model training (offline training)
UE-side OTT server, UE, [FFS: LMF, OAM, CN]
b)
Model transfer/delivery
UE-side OTT server->UE, [FFS: LMF->UE, OAM->UE, CN->UE]
c)
Inference
UE
d)
Model/functionality monitoring
UE, LMF
e)
Model/functionality control (selection, (de)activation, switching, fallback)
UE if monitoring resides at UE, 
LMF if monitoring resides at UE or LMF
Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.
Note 2: For b), no model transfer/delivery is expected if the entity for model training and model inference is the same one.
Note 3: Whether/how OAM is to be involved may need to consult RAN3, SA5.
Note 4: Whether/how CN/LMF is to be involved may need to consult RAN3, SA2.

Table 5: The mapping of functions to entities for positioning with LMF-side model (case 2b and 3b) 

AL/ML functions (if applicable)
Mapped entities
a)
Model training (offline training)
LMF
b)
Model transfer/delivery
N/A
c)
Inference
LMF
d)
Model/functionality monitoring
LMF
e)
Model/functionality control (selection, (de)activation, switching, fallback)
LMF
Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.
Note 2: Whether/how LMF is to be involved may need to consult SA2.

Table 6: The mapping of AI/ML functions to entities for positioning with gNB-side model (case 3a) 
Use case
AL/ML functions (if applicable)
Mapped entities
a)
Model training (offline training)
gNB, OAM, [FFS: LMF]
b)
Model transfer/delivery
OAM->gNB, [FFS: LMF->gNB]
c)
Inference
gNB
d)
Model/functionality monitoring
gNB, [FFS: LMF]
e)
Model/functionality control (selection, (de)activation, switching, fallback)
gNB, [FFS: LMF]
Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.
Note 2: For b), no model transfer/delivery is expected if the entity for model training and model inference is the same one.
Note 3: Whether/how OAM is to be involved may need to consult RAN3, SA5.
Note 4: Whether/how LMF is to be involved may need to consult RAN3, SA2.



Observation 5: In the agreed 6 physical entity mapping tables, dataset transfer is missed (i.e. which NW entity needs to receive dataset for training / inference / monitoring purpose). 
Meanwhile, RAN1 reply LS (R1- 2308730) [5] also confirm that dataset transfer is needed in some cases:
	RAN1 discussed Assumption 4 of Part A for CSI compression, CSI prediction, Beam management and positioning use case separately and made following clarification for each use case based on the Assumption 4 of Part A of RAN2 LS.
· For CSI compression enhancement and beam management use case:
· For model training, training data can be generated by UE/gNB and terminated at gNB/OAM/OTT server 
· For NW-sided model inference NW-part of two-sided model inference, input data can be generated by UE and terminated at gNB.
· For UE-side model inference UE-part of two-sided model inference, input data is internally available at UEinput data/assistance information can be generated by gNB and terminated at UE.
· For model performance monitoring at the NW side, calculated performance metrics (if needed) or data needed for performance metric calculation (if needed) can be generated by UE and terminated at gNB.
· For CSI prediction enhancement and beam management use case:
· For model training, training data can be generated by UE/gNB and terminated at gNB/OAM/OTT server.
· For NW-sided model inference, input data can be generated by UE and terminated at gNB.
· For UE-side model inference, input data/assistance information is internally available at UE can be generated by gNB and terminated at UE.
· For performancemodel monitoring at the NW side, calculated performance metrics (if needed) or data needed for performance metric calculation (if needed) can be generated by UE and terminated at gNB.
· For CSI enhancement and beam management use case:
· For model training, training data can be generated by UE/gNB and terminated at gNB/OAM/OTT server.
· For NW-sided model inference, input data can be generated by UE and terminated at gNB.
· For UE-side model inference, input data/assistance information is internally available at UE. can be generated by gNB and terminated at UE.
· For performancemodel monitoring at the NW side, calculated performance metrics (if needed) or data needed for performance metric calculation (if needed) can be generated by UE and terminated at gNB.
· For positioning enhancement use case:
· For model training, training data can be generated by UE/PRU/gNB/LMF and terminated at LMF/OTT server.
· For LMFNW-sided model inference (Case 2b, Case 3b), input data can be generated by UE/gNB and terminated at LMF gNB.
· For gNB-sided model inference (Case 3a), input data is internally available at gNB.
· For UE-side model inference (Case 1, Case 2a), input data/assistance information is internally available at UE can be generated by LMF/gNB and terminated at the UE.
· For modelperformance monitoring at the NWLMF side, calculated performance metrics (if needed) or data needed for performance metric calculation (if needed) can be generated by UE/gNB and terminated at LMF.
· For modelperformance monitoring at the NWgNB side, calculated performance metrics (if needed) or data needed for performance metric calculation (if needed) can be generated by at least gNB.
Note: In RAN1’s answer to Assumption 4, RAN1 did not reply on the different NW entities for training (gNB/CN/LMF/OAM) as it is out of RAN1’s expertise that RAN1 cannot confirm.



Thus, we suggest to add a new row on dataset transfer. And the specific mapped entities for offline training, inference and performance monitoring can be listed. An example of dataset transfer for offline training can be found below:
· CSI compression with two-sided model table: 
· [bookmark: OLE_LINK36][bookmark: OLE_LINK40][bookmark: OLE_LINK37][bookmark: OLE_LINK39][bookmark: OLE_LINK41]For NW part of two-sided model: from UE to gNB (if model is trained at gNB), or from gNB to OAM (if model is trained at OAM).
· For UE part of two-sided model: from UE to OTT server (if model is trained in OTT server), or from gNB to UE.
· Beam management with UE-sided model table:
· From UE to OTT server (if model is trained in OTT server), or from UE to gNB (if model is trained in gNB), or from UE to OAM (if model trained in OAM). 
· Beam management with NW-sided model table:
· From gNB to OAM (if model trained in OAM).
· Positioning with UE-side model table:
· From UE/PRU to OTT server (if model is trained in OTT server), or from UE/PRU to LMF (if model is trained in LMF).
· Positioning with LMF-side model table:
· From UE/PRU to LMF (case 2b), or from gNB to LMF (case 3b).
· Positioning with gNB-side model table:
· From gNB to OAM (if model is trained in OAM), or from gNB to LMF (if model is trained in LMF)
Proposal 6: In the agreed 6 physical entity mapping tables, add a new row "dataset transfer" to capture required data transfer during offline training, inference and performance monitoring.

3 Conclusion
In this contribution, we share our views on data collection for Rel-18 AI/ML. Our observations are:
Observation 1: RAN2 work on data collection for inference and monitoring should wait for RAN1 reply LS on part B because they may have strict latency and/or payload size requirements. However, RAN2 can start work on data collection for training because no specific RAN1 requirements are expected. 
Observation 2: RAN1 reply LS (R1- 2308730) confirm that AI/ML based CSI and BM can focus on the RRC_CONNECTED state, but AI/ML based positioning needs to support both RRC_CONNECTED state and RRC_INACTIVE state.
Observation 3: One may argue that NW can configure both immediate MDT and logged MDT to collect data for AI/ML based positioning. However, such approach will be difficulty for NW to ensure the continuity of collected data because immediate MDT and logged MDT are reported to the NW in different timing and in different message.
Observation 4: Existing immediate MDT can't well record measurements taken in different times:
1) Only latest one-shot L3 filtered measurement is reported in immediate MDT (same as L3 RRM). The historical measurements before reporting are integrated into reported L3 filtered measurements, and can't be recovered by the NW.
2) The NW configured reporting interval is not equal to the interval the UE performs measurements, for which the UE follows the requirement specified in TS 38.133. It means that the NW may not get measurements taken in the required time samples.
Observation 5: In the agreed 6 physical entity mapping tables, dataset transfer is missed (i.e. which NW entity needs to receive dataset for training / inference / monitoring purpose). 

Based on observations, our proposals are:
Proposal 1: On data collection for inference and performance monitoring, RAN2 can start work only after reception of RAN1 reply LS on part B.  
Proposal 2: On data collection for offline training, RAN2 can start work immediately and the data collection framework design should be left to RAN2.  
Proposal 3: MDT framework is prioritized to study for data collect in offline training due to below reasons:
1) The data type collected by MDT (i.e. various measurements in AS layer) is aligned with the studied 3 use cases in Rel-18 AI/ML for air interface (i.e. CSI feedback, beam management and positioning).
2) Satisfy both security and UE privacy requirement
3) The data collected by MDT is visible to both RAN (e.g. for CSI and BM) and CN (e.g. for positioning)
Proposal 4: On data collection framework of offline training, RAN2 discuss how to enhance timing control and data continuity of MDT for AI/ML based positioning, where data from both RRC_CONNECTED UEs and RRC_INACTIVE UEs need to be collected.
Proposal 5: Even for AI/ML based CSI and BM, both logged MDT and immediate MDT need to be considered because existing immediate MDT can't well record measurements taken in different times.
Proposal 6: In the agreed 6 physical entity mapping tables, add a new row "dataset transfer" to capture required data transfer during offline training, inference and performance monitoring.
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