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1 Introduction
In last meeting[1], RAN2 discussed the mapping of AI/ML functionality to entities, UE capability and applicability for AI/ML for NR air interface and achieved the following agreements:
	P1-P6 in R2-2308286 are agreed, it is expected that FFS items for which support is not increased will be removed.
· AIML algorithm for a certain use case may be tailored towards and applicable to certain scenarios/location/configuration/deployment etc. AIML algorithm may be updated, e.g. by model change (these are observations): 
RAN2 assumes that for UE-side AIML, the UE may inform the RAN about applicability conditions of AIML algorithm(s) available to the UE, to support RAN control (e.g. activation/deactivation/switching). 
The procedure for UE reporting of AIML applicability conditions is FFS. 


This contribution will discuss the remaining issues on general aspects of AI/ML framework.
2 Discussion
2.1 General AI/ML framework
In RAN2#122 meeting [2], RAN2 agreed the general AI/ML framework with some modifications based on the Figure 2 from R2-2305327 [3]. 
Intention is to cover functional arch in general, e.g. covering both be model based and/or functionality based LCM
“Model Storage” in the figure is only intended as a reference point (if any) for protocol terminations etc for model transfer/delivery etc. It is not intended to limit where models are actually stored. Add a note for this.
Remove “Model” in Model Managemt and Model Inference and for the actions/the arrow form Management to Inference (to reduce the risk for misunderstanding). 
Management may be model based management, or functionality based management. Add a mote for this. 
With the modifications above Figure 2 from R2-2305327 is agreed
The latest AI/ML framework is captured in RAN2’s text proposal for TR 38.843 [4], even if the TP is not endorsed.

Figure 1. AI/ML functional framework
During the [Post122][059][AIML] email discussion [5], companies discussed the following renaming for the data/information flows. Majority support to follow the second bullet since the outcome of inference should be “inference output”, and remove “model” in the first bullet to cover both functionality-based LCM and model ID-based LCM. We think these two modifications can be approved.
· Model selection/(de)activation/switching/fallback  Management Instruction 
· Monitoring output  Inference output
· Performance Feedback / Retraining Request  Monitoring output
Proposal 1: The data/information flow ‘Monitoring output’ is renamed to ‘Inference output’. 
Proposal 2: Remove the word ‘model’ from the data/information flow ‘Model selection/(de)activation/switching/fallback’ to cover both functionality-based LCM and model ID- based LCM.  
On the other hand, the companies also discussed on the presence/optionality of arrows and functions(blocks) in [5], but had no consensus on this issue. In our understanding, this figure is just a general framework for information, so it is unnecessary to discuss whether each LCM function is mandatory or optional, or whether each arrow is solid or dashed. 
Observation 1: The general framework is just for information, so it is unnecessary to discuss whether each LCM function is mandatory or optional, or whether each arrow is solid or dashed.
Another issue is whether to separate the framework for model ID-based LCM and functionality-based LCM. As agreed in RAN2#122, the intention is to cover functional architecture in general, e.g. covering both be model based and/or functionality based LCM. We don’t see the motivation to separate it and we prefer to keep it simple. 
Observation 2: The current framework can cover both model ID-based LCM and functionality-based LCM, and there is no need to separate it.
Based on the above analysis and proposals, we think the following framework which reflects the modifications in P1 and P2 can be considered stable.
[image: ]
Figure 2. The updated AI/ML functional framework

2.2 Mapping of functions to entities
In last meeting, RAN2 approved a set of tables on mapping of functions to entities for CSI compression, beam management and positioning use case based on outcome of the [Post122][060][AIML] email discussion [6], and some FFSs remain in the tables. For CSI prediction use case, there is no discussion considering no more progress in RAN1 for the time. 

2.2.1  FFSs in the tables
Based on RAN1 reply LS on data collection [7], for beam management with UE-side model, training data can be generated by UE/gNB. Therefore, we think the AI/ML model can be trained at gNB since gNB has the training data, and the model can be transferred from gNB to UE.
	· For CSI enhancement and beam management use case:
· For model training, training data can be generated by UE/gNB and terminated at gNB/OAM/OTT server.


Proposal 3: RAN2 to keep gNB for model training and model transfer/delivery in the mapping of functions-to-entities Tables for beam management with UE-side model.
For positioning with UE-side model, we understand that LMF is applicable for model training because it can collect data (e.g. measurements from UE) for training. Thus, we prefer to keep LMF in the tables.
Proposal 4: RAN2 to keep LMF for model training and model transfer/delivery in the mapping of functions-to-entities Tables for positioning with UE-side model. 
For CSI feedback and beam management use case, we think that CN is not a good entity for model training because the CSI compression and beam management are purely over air interface which only involves UE and gNB. In addition, it is also hard for CN to understand the physical parameters and determine which AI/ML model is applicable for the specific use case. Thus, model training for CSI feedback and beam management use case shall not reside at CN. 
For other remaining FFSs, there is no much support during the post email discussion [6], so we prefer to remove all FFSs except what is proposed in P3 and P4 in the tables.
Proposal 5: RAN2 to remove all FFSs (except what is proposed in P3 and P4) in the mapping of functions-to-entities Tables.

2.2.2  CSI prediction
During last RAN1 meeting, some agreements on CSI prediction using UE side model use case were achieved as follows.
	Agreement
For CSI prediction using UE side model use case, at least the following aspects have been proposed by companies on performance monitoring for functionality-based LCM: 
· Type 1: 
· UE calculate the performance metric(s) 
· UE reports performance monitoring output that facilitates functionality fallback decision at the network
· Performance monitoring output details can be further defined 
· NW may configure threshold criterion to facilitate UE side performance monitoring (if needed). 
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting). 
· Type 2: 
· UE reports predicted CSI and/or the corresponding ground truth  
· NW calculates the performance metrics. 
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting).
· Type 3: 
· UE calculate the performance metric(s) 
· UE report performance metric(s) to the NW
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting). 
· Functionality selection/activation/ deactivation/switching what is defined for other UE side use cases can be reused, if applicable. 
· Configuration and procedure for performance monitoring 
· CSI-RS configuration for performance monitoring
· Performance metric including at least intermediate KPI (e.g., NMSE or SGCS)
· UE report, including periodic/semi-persistent/aperiodic reporting, and event driven report.
· Note: down selection is not precluded.
· Note: UE may make decision within the same functionality on model selection, activation, deactivation, switching operation transparent to the NW. 


[bookmark: _GoBack]For model training, model transfer/delivery and inference, the similar principle to beam management with UE-side model can be applied. Specially, model training can reside at UE-side OTT server, UE and gNB, model transfer/delivery can be from UE-side OTT server to UE or from gNB to UE if needed, inference resides at UE side. 
For performance monitoring, RAN1 agreed both gNB and UE can calculate the performance metrics for functionality-based LCM.
For functionality control, as per RAN1 agreements, NW makes decision of functionality fallback operation, and regarding to functionality selection/activation/deactivation/switching, what is defined for other UE side use cased can be reused if applicable. We think the mapping for beam management with UE-side model can be applied, i.e. both UE and gNB can make decisions for functionality selection/activation/deactivation/switching.
For model control, RAN1 has a note that UE may make decision within the same functionality on model selection, activation, deactivation, switching operation transparent to the NW. Therefore, we think the model control and model monitoring reside at UE side. 
Based on the above analysis, the mapping of AI/ML functions to physical entities for CSI prediction with UE-side model is shown in Table 1.
Table 1: The mapping of AI/ML functions to physical entities for CSI prediction with UE-side model
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training(offline training)
	UE-side OTT server, UE, gNB 

	b)
	Model transfer/delivery
	UE-side OTT server->UE, gNB->UE

	c)
	Inference
	UE

	d)
	Performance monitoring
	Functionality monitoring
	UE (UE monitors the performance, and reports to gNB), gNB (gNB monitors the performance)

	
	
	Model monitoring
	UE

	e)
	Model/functionality control
	Model selection, (de)activation, switching
	UE

	
	
	Functionality selection, (de)activation, switching
	UE, gNB

	
	
	Functionality fallback
	gNB


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.
Note 2: For b), no model transfer/delivery is expected if the entity for model training and model inference is the same one.
Proposal 6: The Table 1 can be used as starting point for discussion on the mapping of AI/ML functionality to entities for CSI prediction with UE-side model.

3	Conclusion
Here are the observations and proposals for the general aspects of AI/ML framework.
General AI/ML framework:
Proposal 1: The data/information flow ‘Monitoring output’ is renamed to ‘Inference output’. 
Proposal 2: Remove the word ‘model’ from the data/information flow ‘Model selection/(de)activation/switching/fallback’ to cover both functionality-based LCM and model ID- based LCM. 
Observation 1: The general framework is just for information, so it is unnecessary to discuss whether each LCM function is mandatory or optional, or whether each arrow is solid or dashed.
Observation 2: The current framework can cover both model ID-based LCM and functionality-based LCM, and there is no need to separate it.
Mapping of functionality to entities:
Proposal 3: RAN2 to keep gNB for model training and model transfer/delivery in the mapping of functions-to-entities Tables for beam management with UE-side model.
Proposal 4: RAN2 to keep LMF for model training and model transfer/delivery in the mapping of functions-to-entities Tables for positioning with UE-side model. 
Proposal 5: RAN2 to remove all FFSs (except what is proposed in P3 and P4) in the mapping of functions-to-entities Tables.
Proposal 6: The Table 1 can be used as starting point for discussion on the mapping of AI/ML functionality to entities for CSI prediction with UE-side model.
Table 1: The mapping of AI/ML functions to physical entities for CSI prediction with UE-side model
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training(offline training)
	UE-side OTT server, UE, gNB 

	b)
	Model transfer/delivery
	UE-side OTT server->UE, gNB->UE

	c)
	Inference
	UE

	d)
	Performance monitoring
	Functionality monitoring
	UE (UE monitors the performance, and reports to gNB), gNB (gNB monitors the performance)

	
	
	Model monitoring
	UE

	e)
	Model/functionality control
	Model selection, (de)activation, switching
	UE

	
	
	Functionality selection, (de)activation, switching
	UE, gNB

	
	
	Functionality fallback
	gNB


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.
Note 2: For b), no model transfer/delivery is expected if the entity for model training and model inference is the same one.
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