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1 Introduction
In this paper, we discuss general aspects related to AI based positioning.

2 Discussion
2.1	UE side AI model trained by LMF
	TR 38.843 R1-2306235
Finalization of representative sub-use cases:
The following are selected as representative sub-use cases: 
· Direct AI/ML positioning: 
· AI/ML model output: UE location
· e.g., fingerprinting based on channel observation as the input of AI/ML model 
· AI/ML assisted positioning: 
· AI/ML model output: new measurement and/or enhancement of existing measurement
· e.g., LOS/NLOS identification, timing and/or angle of measurement, likelihood of measurement
More specifically, the following Cases are considered for the study:
· Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning
· Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
· Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning




For direct AI/ML positioning, fingerprinting is given as one example, which is a well-known positioning technique that leverages channel measurements collected offline which are then mapped to ground truth locations. Any subsequent measurements received by the UE during the online phase are then mapped to these ground truth locations, in order to determine a UE’s location. 
Both UE and LMF can use direct AI/ML positioning (e.g., fingerprinting) with UE-side model or LMF-side model respectively, for example:
· UE-based positioning: UE performs DL measurements of reference signals (SSB/CSI-RS/PRS) and infers an estimated UE location using a UE-side model. 
· LMF-based positioning: LMF collects UE DL measurements of reference signals (SSB/CSI-RS/PRS) via LPP message, and infers an estimated UE location using an LMF-side model.

[bookmark: _Toc146742384]As one example of direct AI/ML positioning, fingerprinting technique infers UE location based on channel observation as the input. 

Considering the inputs could be the same for both UE-side positioning and LMF-side positioning in case of direct AI/ML positioning (e.g., fingerprinting), the UE-side model and LMF-side model used in above example could be eventually the same AI/ML model. 
[bookmark: _Toc146742388]For direct AI/ML positioning (e.g., fingerprint), RAN2 understands that UE and LMF may use the same AI/ML model for UE-based positioning (as UE-side model) or LMF-based positioning (as LMF-side model).

In the last RAN2 meeting, the following tables have been agreed as start point for functionality mapping analysis. It can be noted that in case of LMF-side model, it is upon LMF to train the AI/ML model, while for UE-side model whether it is trained by LMF is FFS.
Table 1: The mapping of functions to physical entities for positioning with UE-side model (case 1 and 2a) 
	Use case
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	UE-side OTT server, UE, [FFS: LMF, OAM, CN]

	b)
	Model transfer/delivery
	UE-side OTT server->UE, [FFS: LMF->UE, OAM->UE, CN->UE]

	c)
	Inference
	UE

	d)
	Model/functionality monitoring
	UE, LMF

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	UE if monitoring resides at UE, 
LMF if monitoring resides at UE or LMF



Table 2: The mapping of functions to entities for positioning with LMF-side model (case 2b and 3b) 
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	LMF

	b)
	Model transfer/delivery
	N/A

	c)
	Inference
	LMF

	d)
	Model/functionality monitoring
	LMF

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	LMF



Considering the discussion in Proposal 1, if the LMF-side AI/ML model trained by LMF can be used by UE as well (e.g., fingerprinting based and the required inputs are the same), it is reasonable and computing resource efficient (e.g., so that UE does not need to train the same model by itself) for LMF to transfer the trained AI/ML model (even it is used as LMF-side model for now) to the UE. 
In addition, it makes a lot of sense especially in IIOT scenario which is considered as a prioritized scenario by RAN1, the devices moving inside the factory should be known by the factory owner and the positioning service vendor. In that sense, one practical implementation to train and use an AI/ML model (e.g., fingerprinting) would be that 
· LMF configures and collects training data (e.g., radio measurement and ground truth location) from devices inside the factory
· LMF trains an AI/ML model (e.g., fingerprinting)
· LMF transfers the AI/ML model to each device
· The device performs AI/ML inference and determine the location from radio measurements

[bookmark: _Toc146742385]If an LMF-side AI/ML model trained by LMF can be used by UE as well, it is reasonable and computing resource efficient for LMF to transfer the trained AI/ML model to the UE, so that UE does not need to train by itself.
[bookmark: _Toc146742389]RAN2 supports the scenario that a UE-side model for direct AI/ML positioning is trained by LMF, e.g., a trained LMF-side model can be used for UE-side positioning as well. 



With respect to how exactly LMF transfers the AI/ML model to UE, both CP and UP based method were raised in previous RAN2 discussions. The possible solutions can be further discussed in WI phase with SA2 involvement as well. 
· Solution 1a: gNB can transfer/deliver AI/ML model(s) to UE via RRC signalling.

· Solution 2a: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via NAS signalling.

· Solution 3a: LMF can transfer/deliver AI/ML model(s) to UE via LPP signalling.

· Solution 1b: gNB can transfer/deliver AI/ML model(s) to UE via UP data.

· Solution 2b: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via UP data.

· Solution 3b: LMF can transfer/deliver AI/ML model(s) to UE via UP data.

· Solution 4: Server (e.g. OAM, OTT) can transfer/delivery AI/ML model(s) to UE (e.g. transparent to 3GPP).
[bookmark: _Toc146742390]How does LMF transfers the AI/ML model to UE should be discussed in WI phase with SA2 involvement.

2.2 AI/ML Capability via LPP message
	[bookmark: _Toc27765106][bookmark: _Toc37680763][bookmark: _Toc46486333][bookmark: _Toc52546678][bookmark: _Toc52547208][bookmark: _Toc52547738][bookmark: _Toc52548268][bookmark: _Toc139050803]5.1.1	Capability Transfer procedure
The Capability Transfer procedure is shown in Figure 5.1.1-1.


Figure 5.1.1-1: LPP Capability Transfer procedure
1.	The server sends a RequestCapabilities message to the target. The server may indicate the types of capability needed.
2.	The target responds with a ProvideCapabilities message to the server. The capabilities shall correspond to any capability types specified in step 1. This message shall include the endTransaction IE set to TRUE.




First of all, in legacy 5G positioning, LMF could request UE to report the supported positioning method via RequestCpabilities and ProvideCapabliites LPP messages. Thus, it seems natural to use the same procedure for UE to inform LMF about capability related to direct AI/ML positioning or AI/ML assisted positioning. 
[bookmark: _Toc146742391]The legacy LPP Capability Transfer procedure (RequestCpabilities and ProvideCapabliites LPP messages) is used for UE to inform LMF about capability related to direct AI/ML positioning or AI/ML assisted positioning.

	[bookmark: _Toc27765141][bookmark: _Toc37680798][bookmark: _Toc46486368][bookmark: _Toc52546713][bookmark: _Toc52547243][bookmark: _Toc52547773][bookmark: _Toc52548303][bookmark: _Toc139050838]–	ProvideCapabilities
The ProvideCapabilities message body in a LPP message indicates the LPP capabilities of the target device to the location server.
-- ASN1START

ProvideCapabilities ::= SEQUENCE {
	criticalExtensions		CHOICE {
		c1						CHOICE {
			provideCapabilities-r9		ProvideCapabilities-r9-IEs,
			spare3 NULL, spare2 NULL, spare1 NULL
		},
		criticalExtensionsFuture	SEQUENCE {}
	}
}

ProvideCapabilities-r9-IEs ::= SEQUENCE {
	commonIEsProvideCapabilities		CommonIEsProvideCapabilities			OPTIONAL,
	a-gnss-ProvideCapabilities			A-GNSS-ProvideCapabilities				OPTIONAL,
	otdoa-ProvideCapabilities			OTDOA-ProvideCapabilities				OPTIONAL,
	ecid-ProvideCapabilities			ECID-ProvideCapabilities				OPTIONAL,
	epdu-ProvideCapabilities			EPDU-Sequence							OPTIONAL,
	...,
	[[	sensor-ProvideCapabilities-r13	Sensor-ProvideCapabilities-r13			OPTIONAL,
		tbs-ProvideCapabilities-r13		TBS-ProvideCapabilities-r13				OPTIONAL,
		wlan-ProvideCapabilities-r13	WLAN-ProvideCapabilities-r13			OPTIONAL,
		bt-ProvideCapabilities-r13		BT-ProvideCapabilities-r13				OPTIONAL
	]],
	[[	nr-ECID-ProvideCapabilities-r16	NR-ECID-ProvideCapabilities-r16			OPTIONAL,
		nr-Multi-RTT-ProvideCapabilities-r16	
										NR-Multi-RTT-ProvideCapabilities-r16	OPTIONAL,
		nr-DL-AoD-ProvideCapabilities-r16
										NR-DL-AoD-ProvideCapabilities-r16		OPTIONAL,
		nr-DL-TDOA-ProvideCapabilities-r16
										NR-DL-TDOA-ProvideCapabilities-r16		OPTIONAL,
		nr-UL-ProvideCapabilities-r16	NR-UL-ProvideCapabilities-r16			OPTIONAL
	]]
}

-- ASN1STOP



We also notice that in the legacy ProvideCapabilities message, the positioning capabilities are grouped according to the related positioning method, e.g., A-GNSS, A-GNSS, Enhanced Cell ID etc. 
In case of direct AI/ML positioning, any method (e.g., fingerprinting) can be regarded as a new positioning method, and the signalling design can follow legacy principle, e.g., for each direct AI/ML positioning method introducing new IE in existing LPP message carrying all relevant capability/assistance information.  

[bookmark: _Toc115180859][bookmark: _Toc115422086][bookmark: _Toc146742386]Legacy LPP protocol is designed to serve different positioning methods, and information carried in LPP messages is also grouped in a per positioning method way.
[bookmark: _Toc115422092][bookmark: _Toc146742392]RAN2 considers each direct AI/ML positioning method (e.g., fingerprinting) as a new positioning method, e.g., the related capability can be requested/conveyed as a new IE in the RequestCpabilities and ProvideCapabliites LPP messages.

In terms of AI/ML assisted positioning, it has been well-established that NLOS and multipath effects have detrimental positioning performance arising from ambiguous path and time-of-arrival (ToA) measurements. In Rel-17, multi-path (additional path) report enhancements and LOS/NLOS indication were introduced in order to address the issues prevalent in Indoor factory scenarios. Enhancements included:
· The maximum number of additional paths that can be reported is increased (up to 8) with per path RSRP measurements and associated relative timing supported. 
· Multiple UL-AOAs (up to 8) per additional path reporting is supported for the UL-TDOA and Multi-RTT positioning methods. 
· The LOS/NLOS indicator was introduced that can be associated with specific measurements, DL/UL reference signals / resources for positioning. 

[bookmark: _Hlk101547603][bookmark: _Toc115422087][bookmark: _Toc146742387]Rel-17 already supports reporting enhancements for NLOS and multipath effects.

Since AI/ML assisted positioning is essentially adding information/value to legacy non-AI/ML positioning method rather than a new positioning method, information related to AI/ML assisted positioning should be carried inside the existing IE for different legacy non-AI/ML positioning method.

[bookmark: _Toc115422093][bookmark: _Toc146742393]RAN2 considers AI/ML assisted positioning as enhancement to legacy non-AI/ML positioning method rather than a new positioning method.

3	Conclusion

Based on the discussion above, we observe:
Observation 1	As one example of direct AI/ML positioning, fingerprinting technique infers UE location based on channel observation as the input.
Observation 2	If an LMF-side AI/ML model trained by LMF can be used by UE as well, it is reasonable and computing resource efficient for LMF to transfer the trained AI/ML model to the UE, so that UE does not need to train by itself.
Observation 3	Legacy LPP protocol is designed to serve different positioning methods, and information carried in LPP messages is also grouped in a per positioning method way.
Observation 4	Rel-17 already supports reporting enhancements for NLOS and multipath effects.


Based on the discussion above, we propose:
Proposal 1	For direct AI/ML positioning (e.g., fingerprint), RAN2 understands that UE and LMF may use the same AI/ML model for UE-based positioning (as UE-side model) or LMF-based positioning (as LMF-side model).
Proposal 2	RAN2 supports the scenario that a UE-side model for direct AI/ML positioning is trained by LMF, e.g., a trained LMF-side model can be used for UE-side positioning as well.
Proposal 3	How does LMF transfers the AI/ML model to UE should be discussed in WI phase with SA2 involvement.
Proposal 4	The legacy LPP Capability Transfer procedure (RequestCpabilities and ProvideCapabliites LPP messages) is used for UE to inform LMF about capability related to direct AI/ML positioning or AI/ML assisted positioning.
Proposal 5	RAN2 considers each direct AI/ML positioning method (e.g., fingerprinting) as a new positioning method, e.g., the related capability can be requested/conveyed as a new IE in the RequestCpabilities and ProvideCapabliites LPP messages.
Proposal 6	RAN2 considers AI/ML assisted positioning as enhancement to legacy non-AI/ML positioning method rather than a new positioning method.
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