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1. [bookmark: OLE_LINK13][bookmark: OLE_LINK14]Introduction
[bookmark: _Hlk53665621]At the RAN2#122 meeting, RAN2 discussed the assumptions and requirements of data collection and sent LS [1] to RAN1. 
RAN1 replied to part A of Ls, i.e., assumptions on data collection in [2]. Regarding Part B: Aspects of data collection that require RAN1 feedback, RAN1 is yet to discuss and reply later.
In this contribution, we will further discuss the remaining issues of data collection based on the reply LS and RAN2 progress.
2. Discussion
[bookmark: _Hlk118277603]2.1 Issues related to the reply LS
	Assumption 1:
RAN2 assumes that for the data collection in some scenarios (e.g., internal data up to implementation or the existing data are enough), possibly no RAN2 specification effort is needed in some scenarios, e.g. (not exhaustive):
· For model inference of the UE-sided model, input data for model inference is available inside the UE.
· For UE-side (real-time) monitoring of the UE-sided model, performance metrics are available inside the UE. UE can independently monitor a model's performance without any data input from NW.


Regarding Assumption 1, RAN1 made the following clarification:
· For model inference of the UE-sided model, input data for model inference is available inside the UE.
· For UE-side (real-time) performance monitoring of the UE-sided model, in some cases, e.g., for CSI prediction and beam prediction, performance metrics are available inside the UE. UE can independently monitor a model's performance without any data input from NW.
· Note: RAN1’s understanding is that “data input” in the above does not include assistance information that a model may additionally use for performance metric calculation.
From our understanding, Data collection is a logical functionality that provides essential data to Model training and Model inference functionalities. Based on the RAN1 reply, the collected data can be categorized into the following two types:
· Type 1：Internal data;
· Type 2：External data from peer entity, e.g., gNB collecting RSRP measurement from UE for model training/inference.
From RAN2 perspective, Type 1 internal data has no specification impact, thus further study on data collection should focus on Type 2 external data.
Proposal 1: RAN2 shall focus on the external data exchange during the analysis of the specification impact of data collection.
	Assumption 2:
For the latency requirement of data collection, RAN2 assumes:
· For all types of offline model training (i.e., UE- /NW-/ two-sided model training), there is no latency requirement for data collection 
· For model inference, when required data comes from other entities, there is a latency requirement for data collection
· For (real-time) model monitoring, when required monitoring data (e.g., performance metric) comes from other entities, there is a latency requirement for data collection.



	Assumption 3:
RAN2 assumes that the analysis/selection of the data collection frameworks should focus on the RRC_CONNECTED state (for both data generation and reporting). Analysis and potential enhancement of the non-connected state can be revisited when needed.


RAN1 confirms Assumption 2 regarding the latency requirement of data collection in the LS. 
For Assumption 3, RAN1 confirms it for CSI compression, CSI prediction, beam prediction and Positioning use cases. For positioning, it is noted that the existing specification supports DL PRS measurement and UE positioning in both RRC_CONNECTED and RRC_INACTIVE states. 
To our understanding, the positioning in RRC_INACTIVE state can be supported due to the SLPP message can also be transferred via SDT, and no positioning-specific enhancement is introduced in SDT (e.g., larger data size threshold). Thus, RAN2 should focus on the analysis of the framework works in RRC_CONNECTED state (for both data generation and reporting).
Proposal 2: For LCM purposes, RAN2 to focus on the data collection frameworks that can support data generation in the RRC_CONNECTED state, i.e., logged MDT and early measurements should be excluded.
At RAN2#121 meeting, the characteristics of existing data collection frameworks were analyzed (in Annex A). RAN2 may make some down selection of data collection frameworks based on the latency requirement of each LCM purpose.
To our understanding, the end-to-end reporting latency of left data collection frameworks can be categorized into three types:
· Type 1: Hig latency, including immediate MDT;
· Type 2: near real-time, including L3 signaling (between UE and RAN node) and LPP (between UE and LMF);
· Type 3: real-time, including L1 signaling (between UE and RAN node).
For CSI feedback enhancement/Beam management, we think RAN2 may assume that:
-	The data for model training can be collected via L3 signaling when gNB is the termination entity of data collection, and can be collected via MDT when OAM is the termination entity of data collection.
-	The data for model inference can be collected via L1 signaling when gNB is the termination entity of data collection.
-	The data for model monitoring can be collected via L1/L3 signaling when gNB is the termination entity of data collection.
In the email discussion of [Post123][059][AIML] Data Collection, the potential data collection frameworks were discussed. The majority suggest waiting for RAN1's input to enable RAN2’s further discussion on the above assumption for CSI enhancement and Beam management.
For positioning, the following sub-use cases are considered. For Case 3a and Case 3b, the collected data can be exchanged between the RAN node and LMF, which is transferred via NRPPa message. Although NRPPa is in RAN3's scope, RAN2 may add NRPPa as another candidate data collection framework as RAN3 is not involved in the SI phase.
	For positioning enhancement use case:
-	For model training, training data can be generated by UE/PRU/gNB/LMF.
-	For LMF-side model inference (Case 2b, Case 3b), input data can be generated by UE/gNB and terminated at LMF.
-	For gNB-side model inference (Case 3a), input data is internally available at gNB.
-	For UE-side model inference (Case 1, Case 2a), input data is internally available at UE.
-	For performance monitoring at the LMF side, calculated performance metrics (if needed) or data needed for performance metric calculation (if needed) can be generated by UE/gNB and terminated at LMF.
-	For performance monitoring at the gNB side, calculated performance metrics (if needed) or data needed for performance metric calculation (if needed) can be generated by at least gNB.


Based on the above analysis, we propose:
Proposal 3a: For positioning accuracy enhancement, add NRPPa as another candidate data collection framework.
Proposal 3b: For positioning accuracy enhancement, RAN2 assumes:
· The data for model training, inference and monitoring can be collected via LPP when data is sent from UE to LMF.
· The data for model training, inference and monitoring can be collected via NRPPa when data is sent from RAN node to LMF.
2.2 Issue of UE-side data collection
At the RAN1#112 meeting, the following agreements were made regarding different collaboration levels. 
· For Level y, i.e., without model transfer from NW to UE, the training function of the UE-sided model can be performed at the UE-side or the neutral site.
· For Level z, i.e., with model transfer from NW to UE, the model can be trained at the UE-side/neutral site (level z1 and z3) or NW-side (level z2,z4 and z5) and stored in 3GPP network. 
	Agreement
To facilitate the discussion, consider at least the following Cases for model delivery/transfer to UE, training location, and model delivery/transfer format combinations for UE-side models and UE-part of two-sided models. 
	Case
	Model delivery/transfer
	Model storage location
	Training location

	y
	model delivery (if needed) over-the-top
	Outside 3gpp Network
	UE-side / NW-side / neutral site

	z1
	model transfer in proprietary format
	3GPP Network
	UE-side / neutral site

	z2
	model transfer in proprietary format
	3GPP Network
	NW-side

	z3
	model transfer in open format
	3GPP Network
	UE-side / neutral site

	z4
	model transfer in open format of a known model structure at UE
	3GPP Network
	NW-side

	z5
	model transfer in open format of an unknown model structure at UE
	3GPP Network
	NW-side





Existing considered data collection methods, such as MDT, L1/L3 signaling and LPP, are all characterized by UE collecting and reporting data to NW. Thus, these methods can facilitate the model training at NW-side.
For model training at UE-side, as data volume for model training may be huge, in practical NW deployment, it is not realistic to perform model training at UE itself due to limited storage/capability. If the UE-sided model is not transferred from NW, model training can be performed at the UE-side server or third-party neutral server. In this case, how training data are collected and delivered to UE-side server or third-party neutral server, should be considered.
In the email discussion of [Post123][059][AIML] Data Collection, some companies hold the view that the UE-side data collection is up to implementation. To be specific, UE may generate the required data and potential data from NW, e.g., assistance information, and then the required data and/or assistance information can be further delivered to the server. The interactions between UE and server are transparent to 3GPP network and should not be studied in RAN2. However, user consent may still be required to comply with regulations, which may not be possible to obtain using this solution.
Therefore, we propose:
Proposal 4: There is a necessity for a data collection mechanism to enable model training at UE-side server or third-party neutral server, which should at least satisfy the following requirements:
· Can acquire the essential data for model training, including the UE-sided data and NW-sided assistance information;
· Can acquire user consent via privacy notification and verification.
For the required mechanism, we think there are two alternatives:
· Alt 1: NW may collect the required data reusing MDT, and then the required data, potentially associated with assistance information, can be further delivered to the server. However, this alternative does not allow the collection of data that has not been standardized, and the standardization and commercialization may take years. Furthermore, the interactions between NW and server are a multiple-parties-coordination involving the UE vendors, RAN vendors, OAM vendors, and the Operator, which requires SA5 involvement.
· Alt 2: Consider a new data collection mechanism to directly collect data at the OTT server. The mechanism should satisfy the requirements in P4. As OTT server-related work may be out of RAN2 scope, such introducing mechanism would require SA2 involvement.
Therefore, we propose:
Proposal 5: LS to SA2/SA5 about the requirements of the data collection mechanism to enable model training at UE-side server or third-party neutral server.
3. Conclusion
Issues related to the reply LS
Proposal 1: RAN2 shall focus on the external data exchange during the analysis of the specification impact of data collection.
Proposal 2: For LCM purposes, RAN2 to focus on the data collection frameworks that can support data generation in the RRC_CONNECTED state, i.e., logged MDT and early measurements should be excluded.
Proposal 3a: For positioning accuracy enhancement, add NRPPa as another candidate data collection framework.
Proposal 3b: For positioning accuracy enhancement, RAN2 assumes:
· The data for model training, inference and monitoring can be collected via LPP when data is sent from UE to LMF.
· The data for model training, inference and monitoring can be collected via NRPPa when data is sent from RAN node to LMF.

Issue of UE-side data collection
Proposal 4: There is a necessity for a data collection mechanism to enable model training at UE-side server or third-party neutral server, which should at least satisfy the following requirements:
· Can acquire the essential data for model training, including the UE-sided data and NW-sided assistance information;
· Can acquire user consent via privacy notification and verification.
[bookmark: _GoBack]Proposal 5: LS to SA2/SA5 about the requirements of the data collection mechanism to enable model training at UE-side server or third-party neutral server.
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5. Annex
Annex A: Characteristics of existing data collection frameworks
	
	Involved Network entity
	RRC state to generate data
	Max payload size per reporting*
	Contents to be collected
	End-to-End report latency**
	Report type
	Security and Privacy

	Logged MDT
	TCE/OAM
(It can be utilized by gNB)
	RRC_IDLE/RRRC_INACTIVE
	<9kbyte
	L3 cell/beam measurements, location info, sensor info,
timing info
	1. Procedure latency***:
0. Latency to enter CONNECTED state
0. Latency to receive gNB request signaling (~20ms)
1. Air interface signaling latency****: 
1. ~20ms (RRC)
1. Other latency:
2. Forwarding latency between gNB and TCE
	Upon gNB request after entering RRC_CONNECTED
	AS security via RRC message,
Privacy via user consent 

	Immediate MDT
	TCE/OAM
(It can be utilized by gNB)
	RRC_CONNECTED
	<9kbyte
	L3 cell/beam measurements, location info, sensor info
	1. Procedure latency:
2. Report interval: 
0. l20ms~30min for periodic report
0. TTT for event triggered report
1. Air interface signaling latency:
2. ~20ms (RRC)
1. Other latency:
2. Forwarding latency between gNB and TCE   
	Event triggered report,
Periodic reporting
	AS security via RRC message,
Privacy via user consent

	L3 measurements
	gNB
	RRC_CONNECTED
	<9kbyte
	L3 cell/beam measurements
	1. Procedure latency:
2. Report interval: 
0. l20ms~30min for periodic report
0. TTT for event triggered report
1. Air interface signaling latency:
2. 20ms (RRC)
	Event triggered report,
Periodic reporting
	AS security via RRC message.


	L1 measurement (CSI reporting)
	gNB
	RRC_CONNECTED
	<1706bit in PUCCH, 
<3840bit in PUSCH
	L1 CSI measurement
	1. Procedure latency:
2. Report interval: 
0. 4-320 slot for periodic report and semi-persistent report 
0. 0-32 slot after reception of DCI for aperiodic report 
1. Air interface signaling latency:
1. 1 TTI (PUCCH) 
	Aperiodic report,
Semi-persistent report,
Periodic report
	No AS security


	UAI
	gNB
	RRC_CONNECTED
	<9kbyte
	Assistance information to show UE preference
	1. Procedure latency:
0. Upon generation of UE's preference
1. Air interface signaling latency:
1. ~20ms (RRC)
	Up to UE implementation when to report
	AS security via RRC message


	Early measurements
	gNB
	RRC_IDLE/RRC_INACTIVE
	<9kbyte
	L3 cell/beam measurements
	1. Procedure latency:
0. Latency to enter CONNECTED state
0. Latency to receive gNB request signaling (~20ms)
1. Air interface signaling latency: 
1. ~20ms (RRC)
	Upon gNB request after entering RRC_CONNECTED
	AS security via RRC message


	LPP
	LMF
	RRC_CONNECTED
	<9kbyte
	Location info
	1. Procedure latency:
0. Latency to get upper layer trigger (for UE triggered)
0. Or latency to receive NW request message (~20ms)
1. Air interface signaling latency: 
1. ~20ms (RRC)
1. Other latency:
2. Forwarding latency between gNB and LMF
	UE-triggered,
NW-triggered
	AS security via RRC message




