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1. [bookmark: OLE_LINK13][bookmark: OLE_LINK14]Introduction
[bookmark: _Hlk53665621]This contribution will further discuss the general aspects of architecture from RAN2’s perspective, including:
· UE AI/ML capability
· Applicability reporting
· Mapping of Functionality to entities
2. Discussion
2.1 UE AI/ML capability
In the previous RAN2 meeting, UE AI/ML capability was discussed. The conclusion is as below:
	· FFS if For UE capability for AIML methods we use the UE capability mechanisms as defined for RRC reported and LPP reported capabilities. 


The UE AI/ML capability can be used for model management. Based on UE AI/ML capability, the model management entity can, e.g., transfer suitable model to UE, activate the corresponding functionality, etc. For AI use cases: CSI feedback enhancement, beam management and positioning accuracy enhancement, it is more practical that the gNB acts as the model management entity for the former two use cases and the LMF acts as the model management entity for the positioning accuracy enhancement use case. As these use cases are for different purpose and with different inputs/outputs, it is likely that their corresponding UE AI capability may be different. Therefore, we think that UE AI/ML capability can be considered per (sub)use case specific. For CSI feedback enhancement and beam management use cases, the UE AI/ML capability can be included in UE AS capability in RRC. For positioning accuracy enhancement use case, the UE AI/ML capability can be included in positioning capability in LPP.
Proposal 1: UE AI/ML capability is considered per (sub)use case: 
· For CSI feedback enhancement and beam management use cases, UE AI/ML capability is indicated in UE AS capability in RRC. 
· For positioning accuracy enhancement use case, UE AI/ML capability is indicated in positioning capability in LPP.
We think that it is too early to discuss the detailed UE AI/ML capability (i.e., content of capability) and should be postponed to normative phase to be discussed.
Proposal 2: Detailed UE AI/ML capability is postponed to be discussed in the normative phase.

2.2 Applicability reporting for UE-sided model
In the latest RAN2 meeting, RAN2 discussed the applicability conditions and reached the following conclusions:
	R2-2309202	Summary report of [AT123][001][AIML] UE capability and applicability conditions		Apple	discussion	FS_NR_AIML_air
-	Offline 001 (Apple), Converge on applicability conditions and UE capability, in particular such reporting that need to be more dynamic than current static UE capabilities. Baseline for the offline would be R2-2307812 tdoc + other relevant docs selected by Rapporteur.
-	Chair: lots of discussion not captured here. 

AIML algorithm for a certain use case may be tailored towards and applicable to certain scenarios/location/configuration/deployment etc. AIML algorithm may be updated, e.g. by model change (these are observations): 
RAN2 assumes that for UE-side AIML, the UE may inform the RAN about applicability conditions of AIML algorithm(s) available to the UE, to support RAN control (e.g. activation/deactivation/switching). 
The procedure for UE reporting of AIML applicability conditions is FFS. 


Besides, At RAN2#121 bis, RAN2 assumes that the applicable conditions are associated with each model as meta information.
	R2 assumes that Information such as FFS: vendor info, applicable conditions, model performance indicators, etc. may be required for model management and control, and should, as a starting point, be part of meta information. 


We understand that “applicability conditions” means one AI/ML functionality/model is applicable when the requirements corresponding to the “applicable conditions” (e.g. configurations / scenarios /deployment) are fulfilled. 
From the view of high level, applicable conditions can be divided into two categories:
· Category A: applicable conditions verified by UE
· Category B: applicable conditions verified by network
Thus,
Proposal 3: The applicable conditions can be categorized as: conditions verified by UE and conditions verified by NW. Detailed applicable conditions rely on RAN1 progress.
On whether a model/functionality is applicable can be determined by the applicability status, which can be either decided by UE or NW.


Figure 1: Applicability status decided by UE


Figure 2: Applicability status decided by network
For case of applicability status decided by UE, as shown in Figure 1, NW may provide UE with applicable conditions verifiable to UE. UE can feedback to NW the verification result as applicability status. Similarly, for case of applicability status decided by NW, as shown in Figure 2, UE may provide NW with applicable conditions verifiable to NW. NW can feedback to UE the verification result as applicability status.
Thus, we propose:
Proposal 4: RAN2 to study the following mechanisms:
· Applicability status decided by the UE
· NW may provide UE with applicable conditions verifiable to UE
· UE may report the applicability status to NW
· Applicability status decided by the NW 
· UE may provide NW with applicable conditions verifiable to NW
· NW may perform model/functionality management (activation/deactivation) based on the applicability status.

2.3 Mapping of Functions to entities
In the latest RAN2 meeting, RAN2 discussed the mapping of functions to entities and reached the following conclusions:
	R2-2308286	Report of [Post122][060][AIML] Mapping of functions to physical entities (CMCC)	CMCC	report	Rel-18	FS_NR_AIML_air
-	Quite long discussion
-	CMCC report that FFS items has support from 3 companies.
-	Chair Comment: These options represent several possibilities. RAN2 would typically have selected a specific architecture option, and for a WI, specific option(s) need to be selected. Hope it is possible to further narrow down during the SI. 
P1-P6 are agreed, it is expected that FFS items for which support is not increased will be removed.


There are still some FFSs in the tables in R2-2308286. The most of the remaining FFSs are related to other working groups. In general, RAN2 should focus on the entities related to RAN2. If some entities are not related to RAN2 but other working groups, we can send a LS to the groups and let them make the decision rather than RAN2 making the decision. 
Proposal 5: For the mapping of functions to entities, the basic guideline is that RAN2 focuses on the entities related to RAN2, and let related working groups making decision for other entities, i.e., CN and OAM.
Based on the guideline in the Proposal 5, All CN (except LMF) related FFSs should be considered by SA2.
Proposal 6: RAN2 to send a LS to ask SA2 whether to support the following cases:
· Model training at CN (except LMF)
· Model delivery/transfer from CN (except LMF) to UE
OAM to gNB related model delivery/transfer is related to SA5. It may be left to network implementation or SA5 may make some standard work. Anyway, it is out of RAN2 scope.
Proposal 7: OAM to gNB related model delivery/transfer should be considered by SA5, and send a LS to SA5.
For positioning training, generally data with a label are collected by some PRUs and are aggregated to the LMF. LMF is the positioning server and generally has sufficient information and calculation capability to perform the model training compared with gNB/UE. Therefore, we think that the case of model training at LMF and model delivery/transfer from LMF to UE/gNB should be supported.
Proposal 8: RAN2 to agree the case of model training at LMF and model delivery/transfer from LMF to UE/gNB.
The annex is the updated mapping of functions to physical entities based on R2-2308286, which can be considered as the baseline for further discussion.
Proposal 9: The updated mapping of functions to physical entities in the annex is considered as the baseline for further discussion.
3. Conclusion
UE AI/ML capability
Proposal 1: UE AI/ML capability is considered per (sub)use case: 
· For CSI feedback enhancement and beam management use cases, UE AI/ML capability is indicated in UE AS capability in RRC. 
· For positioning accuracy enhancement use case, UE AI/ML capability is indicated in positioning capability in LPP.
Proposal 2: Detailed UE AI/ML capability is postponed to be discussed in the normative phase.

Applicability reporting for UE-sided model
Proposal 3: The applicable conditions can be categorized as: conditions verified by UE and conditions verified by NW. Detailed applicable conditions rely on RAN1 progress.
Proposal 4: RAN2 to study the following mechanisms:
· Applicability status decided by the UE
· NW may provide UE with applicable conditions verifiable to UE
· UE may report the applicability status to NW
· Applicability status decided by the NW 
· UE may provide NW with applicable conditions verifiable to NW
· NW may perform model/functionality management (activation/deactivation) based on the applicability status.

Mapping of Functionality to entities
Proposal 5: For the mapping of functions to entities, the basic guideline is that RAN2 focuses on the entities related to RAN2, and let related working groups making decision for other entities, i.e., CN and OAM.
Proposal 6: RAN2 to send a LS to ask SA2 whether to support the following cases:
· Model training at CN (except LMF)
· Model delivery/transfer from CN (except LMF) to UE
Proposal 7: OAM to gNB related model delivery/transfer should be considered by SA5, and send a LS to SA5.
Proposal 8: RAN2 to agree the case of model training at LMF and model delivery/transfer from LMF to UE/gNB.
Proposal 9: The updated mapping of functions to physical entities in the annex is considered as the baseline for further discussion.
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5. Annex: updated Mapping of functions to physical entities based on R2-2308286

For CSI feedback enhancement:

Table 1: The mapping of functions to physical entities for CSI compression with two-sided model
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training(offline training)
	gNB, OAM, OTT server, UE, [FFS: CN]

	b)
	Model transfer/delivery
	For training Type 1: gNB->UE, or OAM-> gNB&UE, or OTT server->gNB&UE, or UE->gNB, [FFS: CN->gNB&UE]
For training Type 3: 
· For UE part of two-sided model: OTT server->UE, [FFS: CN->UE]; 
· For NW part of two-sided model: OAM->gNB, [FFS: CN->gNB]; 

	c)
	Inference
	NW part of two-sided model: gNB
UE part of two-sided model: UE

	d)
	Model/functionality monitoring
	NW-side: NW monitors the performance
UE-side: UE monitors the performance and may report to NW

	e)
	Model/functionality control (selection, (de)activation, switching, updating, fallback)
	gNB, [FFS: UE]


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.
Note 2: For b), no model transfer/delivery is expected if the entity for model training and model inference is the same one.
Note 3: Whether/how OAM is to be involved may need to consult RAN3, SA5. 
Note 4: Whether/how CN is to be involved may need to consult RAN3, SA2.

For beam management:
Table 2: The mapping of AI/ML functions to physical entities for beam management with UE-side model
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training(offline training)
	UE-side OTT server, UE, [FFS: gNB, OAM, CN] 

	b)
	Model transfer/delivery
	UE-side OTT server->UE, [FFS: gNB->UE, or OAM->UE, or CN->UE] 

	c)
	Inference
	UE

	d)
	Model/functionality monitoring
	UE (UE monitors the performance, and may report to gNB), gNB (gNB monitors the performance)

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	gNB if monitoring resides at UE or gNB, 
UE if monitoring resides at UE


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.
Note 2: For b), no model transfer/delivery is expected if the entity for model training and model inference is the same one.
Note 3: Whether/how OAM is to be involved may need to consult RAN3, SA5.
Note 4: Whether/how CN is to be involved may need to consult RAN3, SA2.

Table 3: The mapping of functions to physical entities for beam management with NW-side model
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	gNB, OAM, [FFS: CN, OTT server]

	b)
	Model transfer/delivery
	OAM->gNB, [FFS: CN->gNB, OTT server->gNB]

	c)
	Inference
	gNB

	d)
	Model/functionality monitoring
	gNB

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	gNB


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.
Note 2: For b), no model transfer/delivery is expected if the entity for model training and model inference is the same one.
Note 3: Whether/how OAM is to be involved may need to consult RAN3, SA5.
Note 4: Whether/how CN is to be involved may need to consult RAN3, SA2.

For Positioning accuracy enhancement:
Table 4: The mapping of functions to physical entities for positioning with UE-side model (case 1 and 2a) 
	Use case
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	UE-side OTT server, UE, LMF, [FFS: LMF, OAM, CN]

	b)
	Model transfer/delivery
	UE-side OTT server->UE, LMF->UE, [FFS: LMF->UE, OAM->UE, CN->UE]

	c)
	Inference
	UE

	d)
	Model/functionality monitoring
	UE, LMF

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	UE if monitoring resides at UE, 
LMF if monitoring resides at UE or LMF


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.
Note 2: For b), no model transfer/delivery is expected if the entity for model training and model inference is the same one.
Note 3: Whether/how OAM is to be involved may need to consult RAN3, SA5.
Note 4: Whether/how CN/LMF is to be involved may need to consult RAN3, SA2.

Table 5: The mapping of functions to entities for positioning with LMF-side model (case 2b and 3b) 
	
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	LMF

	b)
	Model transfer/delivery
	N/A

	c)
	Inference
	LMF

	d)
	Model/functionality monitoring
	LMF

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	LMF


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.
Note 2: Whether/how LMF is to be involved may need to consult RAN3, SA2.

Table 6: The mapping of AI/ML functions to entities for positioning with gNB-side model (case 3a) 
	Use case
	AL/ML functions (if applicable)
	Mapped entities

	a)
	Model training (offline training)
	gNB, OAM, [FFS: LMF]

	b)
	Model transfer/delivery
	OAM->gNB, [FFS: LMF->gNB]

	c)
	Inference
	gNB

	d)
	Model/functionality monitoring
	gNB, [FFS: LMF]

	e)
	Model/functionality control (selection, (de)activation, switching, fallback)
	gNB, [FFS: LMF]


Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.
Note 2: For b), no model transfer/delivery is expected if the entity for model training and model inference is the same one.
Note 3: Whether/how OAM is to be involved may need to consult RAN3, SA5.
Note 4: Whether/how LMF is to be involved may need to consult RAN3, SA2.
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