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Introduction
In RAN1 meeting #114, agreements and observations have been achieved on the following aspects [1].
· The uniqueness of model IDs (global vs local)
· Whether and how a UE indicates the models it supports to the NW after model identification
· The relationship among model structure, model identification and model transfer
· For example, when a model is transferred from NW to UE, it can only be identified if its structure is already known at the UE.
· Benefits of having scenario/configuration specific models
· Challenges associated with Model transfer/delivery of an unknown structure at UE
Agreements and observations reached in RAN1 Meeting #114:
Agreement
· Conclude that applicable functionalities/models can be reported by UE.
Agreement
· Once models are identified via Type A, UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report as starting point.
· FFS: Using a procedure other than UE capability report
· Note: The support and applicability of model identification Type A is a separate discussion.
Agreement
· When a model of a known structure at UE (e.g., Case z4) is transferred from NW, the new model being identified (e.g., via Type B2) has the same structure as an previously identified model at the Network and UE
· Note: the need of model transfer will be discussed separately
Agreement
· Model ID in RAN1 discussion may or may not be globally unique, and different types of model IDs may be created for a single model for various LCM purposes. 
· Note: Details can be studied in the WI phase.
Observation
· Scenario/configuration specific (including site-specific configuration/channel conditions) models may provide performance benefits in some studied use cases (i.e., when a single model cannot generalize well to multiple scenarios/configurations/sites).
· At least, when UE has limitation to store all related models, model delivery/transfer, if feasible, to UE may be beneficial, at the cost of overhead/latency associated with model delivery/transfer.
· Note: On-device Finetuning/retraining, if feasible, of a single model may be an alternative to model delivery/transfer.
· Note: a single model may generalize well in some studied use cases. 
· Note: Model transfer/delivery to UE may also face challenges, e.g., proprietary issues /burdens in some scenarios
Observation
· Model transfer/delivery of an unknown structure at UE has more challenges related to feasibility (e.g. UE implementation feasibility) compared to delivery/transfer of a known structure at UE.

However, there were more topics have been discussed but didn’t get agreements than those have been agreed[2]. These topics include
· Clarification of functionality related terminologies, such as identified functionality, configured functionality and applicable functionality. 
· Unified LCM framework, i.e., unified procedure for both model ID based and functionality-based LCM. 
· Assistance information from NW that may be helpful for the UE to do LCM 
· The relationship between functionality-based and model ID based LCMs. 
· Whether functionality-based LCM should be the common baseline of the two LCMs; and 
· Under what circumstances model ID based LCM can be beneficial.
· The necessity of assessment/monitoring of inactive models / functionalities 
· Whether to study the way of handling the impact of UE’s internal conditions such as memory, battery, and other hardware limitations on functionality/model operations and AI/ML-enabled Feature.
[bookmark: _Ref129681832]On the other hand, from the Rapporteur’s SR [3], the following topics were considered incomplete for the SI.
· Model identification procedure details
· Conclusion on functionality-based LCM and model-ID-based LCM
· Further discussion and conclusion on model delivery/transfer analysis
[bookmark: _Hlk110330641]In this contribution, we continue the discussions on the above, focusing on model identification, functionality identification and their corresponding LCMs.
Discussions

Terminologies for Functionality
The base definition of functionality was defined at RAN1 meeting 112bis-e, as below.
· Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability.
On top of this base definitions, multiple varieties of functionality were proposed, including Identified Functionalities, Configured Functionalities, Applicable Functionalities, Activated Functionality, and Applied Functionalities.
In RAN1 meeting #114, the following definitions were discussed but the group was not able to reach consensus.
· Identified functionalities: functionalities corresponding to conditions indicated by UE capability. 
· Configured functionalities: functionalities that are configured by the NW among identified functionalities.
· Applicable functionalities: functionalities that are reported as applicable at the UE among identified functionalities.
We believe one of the major reasons companies had different understandings of the above definitions was that we didn’t connect the definitions to the (existing) relevant procedure where different stages of a functionality, from its creation to application, can be discussed. We use the following illustration to aid our discussion (Figure 1).
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Figure 1. Illustration of functionality identification and stages

As the first step, and by using the existing UE capability reporting and network configuration procedures, a UE reports voluntarily (or by gNB polling) its capability of supporting an AI/ML-enabled feature/FG with related conditions and limitations along with its capabilities of supporting the relevant traditional features/FGs as prerequisites of the AI/ML-enable part. After this, the gNB should have the knowledge on whether the UE supports the AI/ML-enable feature/FG and under what conditions and limitations. The gNB then decides whether and how to configure the UE to perform the AI/ML-enabled functionality by which (configuration) the UE will perform accordingly later. Whether new steps, signaling, terms (beyond normal RRC) are needed should be discussed case by case. 
After processing the UE’s capability report, the gNB may optionally send a response back to the UE with a functionality ID (optional). At point A on the figure, when the UE receives this response which confirms the functionality with an ID, the functionality can be considered both identified and configured. However, the necessity of the above is not clear; the functionality should be well-defined in the standards. No specific step of identification or acknowledgment or ID is needed if the gNB can derive the UE capabilities properly. 
Based on the discussion above, we propose the following conclusion.

Conclusion 1: Although further definitions of terminologies for functionality may help discussion, with proper understanding of the context during discussion, they are not needed and there should be no standard impact from them.

Model Identification Types
In RAN1 meeting #113, the following model identification types for UE-side or UE-part of two-sided models have been agreed after intense discussions.
For model identification of UE-side or UE-part of two-sided models, categorize model identification types as follows, and further study relevant aspects, necessity, and specification impact (if any).
· Type A: Model is identified to NW (if applicable) and UE (if applicable) without over-the-air signaling
· The model may be assigned with a model ID during the model identification, which may be referred/used in over-the-air signaling after model identification. 
· FFS: Spec impact to other WGs
· Type B: Model is identified via over-the-air signaling, 
· Type B1: 
· Model identification initiated by the UE, and NW assists the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
· Type B2: 
· Model identification initiated by the NW, and UE responds (if applicable) for the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
· Note: The support and applicability of each model identification Type is a separate discussion. This study does not imply that model identification is necessary.

However, it is not clear how Type B1 and Type B2 work. The following are just some of the aspects.
· In the descriptions of Type B1 and B2, the implied actions associated with “initiate”, “assist” and “respond” are not clear.
· The assumptions for different identification types are not clear. For example, with Type B2, when the NW initiates the model identification, can it assume the UE-side or UE-part of two-sided model has already been deployed and is waiting for the NW-initiated model identification procedure, or the NW just tries blindly (without knowing whether there is a UE-side/UE-part model at the UE)?
· In Type B, in the agreement, it says, “UE responds…”; does it mean a UE can assign a model ID to itself without first getting back to the NW, or it just responds to the NW’s inquiry and the NW will assign a model ID to the UE? In our understanding, the UE responds with a confirmation that the model (simply AI/ML-enable feature support) is available at the UE. When necessary, UE will wait for the NW for model ID assignment; the UE shall not assign an ID to itself.
We think the above agreement needs further study and clarifications. In our view, at least we need to clarify that the final ID assignment is done by the NW.

Proposal 1: In both Type B1 and Type B2 model identification cases, the NW has the control to assign model IDs, if necessary, to the UE-side or UE-part of two-sided models, no matter which side initiates the model identification.

Indication of UE-supported models with different model identification types

In RAN1 meeting #113, we agreed on the following about UE indicating its supported AI/ML model IDs for a given AI/ML-enabled Feature/FG to the network.
· Once models are identified, UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report as starting point.
· FFS: applicability to model identification, Type A, type B1 and type B2 
· FFS: Using a procedure other than UE capability report
· Note: model identification using capability report is not precluded for type B1 and type B2
In this agreement, the applicability of the approach (i.e., using UE capability report) to different model identification types was listed as FFS. 
It is our understanding that, once a model is identified (which implies it has been assigned a model ID), it does not matter how it got identified. Therefore, the approach of using UE capability report can be applied to all three types of model identifications.

Proposal 2: Once a model is identified, if necessary, via Type A, Type B1 or Type B2, UE capability report can be used for indicating the supported AI/ML model IDs at UE.

Unified LCM framework

As agreed in RAN1 meeting #113, we had the following on unified LCM framework.
For functionality/model-ID based LCM,
· Once functionalities/models are identified, the same or similar procedures may be used for their activation, deactivation, switching, fallback, and monitoring.
We also have some FFSs leftovers from the previous agreements for the relationship between functionality and model and the related LCMs. The following are two examples.
· FFS: Relationship between functionality and model, e.g., whether a model may be identified referring to functionality(s)
· FFS: Relationship between functionality-based LCM and model-ID-based LCM
The major difference between functionality-based LCM and model-ID-based LCM is in their identification procedures.
· Functionality is identified via legacy or enhanced 3GPP framework of Features. 
· Model is identified via model identification procedure, which could be a new procedure.
Apart from the difference in the identification procedures, functionality-based LCM and model-ID-based LCM may have similar operations. The following are some of the examples.
· Both rely on legacy 3GPP Feature framework to indicate a model’s support of functionality. While it is a direct reference for functionality-based LCM, an additional step for matching model IDs to their supported functionality is needed for model-ID based LCM.
· Both LCMs manage model operations such as activation, deactivation, switching, fallback, and monitoring. However, at least for some cases, these operations can be standards transparent and rely on implementation.
Based on the above, some companies think they can be unified, and the deployment of each sub-use-case can choose a suitable LCM flavour out of the two. However, during the discussions in RAN1 meeting #114, the gap between different companies was huge. On one end, some companies think the functionality identification can be used to harmonize the two LCM completely. On the other end, other companies think these two types of LCMs can be completely independent.
At the end of the discussion, companies could not even agree on the following one bullet (out of the four bullets of the Feature Lead’s original proposal). The controversial point of the discussion resided in the sub-bullet (see below the last version of the FL’s proposal (not agreed)), which says when doing functionality/model ID based LCMs, the two LCMs can share the same or similar procedure, but the model ID based approach needs one piece of additional information, the model ID.
· Once functionalities/models are identified, the same or similar procedures may be used for their activation, deactivation, switching, fallback, and monitoring.
· In model-ID-based LCM, compared to functionality-based LCM, NW may additionally indicate model ID during inference, activation, deactivation, switching, and monitoring.
It is our understanding that a high degree of unification of these two LCM approaches is beneficial and possible; by doing so we can save significant amount of effort in designing and implementing the protocol and procedure. Note that even for functionality-based LCM, each functionality has an ID-like information (and proper context within the signalling structure of RRC) that identifies it and differentiates it from other functionalities as in the current standards. 

Proposal 3: 3GPP to design a single/unified LCM procedure, based on existing procedure(s) and signaling, to support NECESSARY aspects of both functionality-based and model-ID-based LCMs.

 Assistance Information/conditions
In real systems, applicability of a functionality at UE may change over time. Reasons may include site-, scenario- and/or dataset-specific models underlying a functionality. Additionally, UE’s memory usage, battery status, or any other hardware limitations and temporary unavailability of a model (e.g., time to download a model upon transparent model switching) may also affect the applicability of a functionality. 
Likewise, applicability of a model at UE may also change over time due to UE’s memory usage, battery status, or any other hardware limitations in addition to temporary unavailability of a model (e.g., time to download a model upon transparent model switching).
In RAN1 meeting #112-bis-e, it was agreed to
· Study necessity, mechanisms, after functionality identification, for UE to report updates on applicable functionality(es) among [configured/identified] functionality(es), where the applicable functionalities may be a subset of all [configured/identified] functionalities.
· Study necessity, mechanisms, after model identification, for UE to report updates on applicable UE part/UE-side model(s), where the applicable models may be a subset of all identified models.
These changes in applicable functionalities and models can be attributed to assistance or additional conditions. In the RAN1 meeting #112-bis-e agreement, additional conditions are FFS.
· FFS: Whether/how to address additional conditions (e.g., scenarios, sites, and datasets) to aid UE-side transparent model operations (without model identification) at the Functionality level
· FFS: Which aspects should be considered as additional conditions, and how to include them into model description information during model identification will be discussed in each sub-use-case agenda.
In RAN1 meeting #113, we further agreed to the following about UE’s internal conditions.
Study how to handle the impact of UE’s internal conditions such as memory, battery, and other hardware limitations on functionality/model operations and AI/ML-enabled Feature.
Note: it does not preclude any existing solutions.
Additional conditions can be defined as the information provided by NW to UE such as scenario/dataset ID, pairing information for two-sided model operation, site/cell ID. Furthermore, UE’s internal conditions such as memory, battery, other hardware limitations, temporarily unavailability of a model due to the need of model download can also be considered as additional conditions.
In RAN1 meeting #113, this topic has been discussed intensely for several rounds. Although the group eventually agree to study the way to handle the impact of UE’s internal conditions such as memory, battery, and other hardware limitations on functionality/model operations and AI/ML-enabled Feature, the group was not able to agree on the additional conditions such as scenarios, sites, and datasets.
In general, we think the applicability of a model, although may be known at the initial model identification, may still be affected by environmental conditions such as scenarios, sites, and datasets which may change overtime. Therefore, no matter how a model is identified (functionality or model ID based), besides the already agreed-upon internal conditions (e.g., memory, battery, and other hardware limitations), the environmental conditions such as scenarios, sites, and datasets should be studied at a case-by-case manner because different use cases or models used will have different requirements for them. In addition, how UEs will use this information is not clear at this stage.

Proposal 4:  Additional conditions (e.g., scenarios, sites, and datasets from the NW side, as well as computing power, memory, battery, and other hardware limitations from the UE) needed for determining the applicability of a model’s functionality should be justified by use cases and models used. How to signal these additional conditions from one side to the other also requires further study.

The applicability of LCM methods

In previous meetings, we agreed that both functionality-based LCM and model-ID-based LCM are feasible from RAN1 perspective. However, there was no agreement yet to identify the cases where Functionality based LCM and model ID based LCM are useful, as well as their relationship. 
In RAN1 meeting #114, this topic was discussed but fail to achieve agreements. The final version of FL proposal reads as below.
· Functionality-based LCM is the common baseline of the two LCMs in that
· Functionality-based LCM relies on legacy-like Features.
· Model-ID-based LCM relies on both legacy-like Features and model identification.
· The following scenarios have been identified as scenarios where model identification, and potentially subsequent model-ID-based LCM, may provide benefits.
· UE side models with model transfer
· Two-sided models
· To align additional conditions (e.g., scenario/configuration/site/dataset) across vendors for scenario/configuration/site/dataset-specific AI/ML operations
The key to this discussion was that whether functionality-based LCM should be the common baseline of the two LCMs. In our opinion,
· The advantage of functionality-based LCM is that it is based on the existing Features/FGs, so it could be easier to do. However, its disadvantage is also obvious; by itself it may not be able to cover all the applications/model types.
· The advantage of Model-ID-based LCM is that it can cover all the cases without the help of functionality-based LCM. Its disadvantage is that it can make the procedure unnecessarily complicated. When considering various implementation choices, trying to have control over all situations will be impractical.
As we noted above, each functionality is identified from UE-reported Features/FGs and each feature is in turn identified as defined in current standards. In addition, RAN2 has agreed on the following about model ID.
1) RAN2 assumes that model ID can be used to identify which AI/ML model is being used in LCM including model delivery.
2) R2 assumes that model ID can be used to identify a model (or models) during model selection/activation/deactivation/switching (can later align with R1 if needed).
In general, we believe both LCMs have their benefits. For a specific use case, one approach may be better than other, and therefore, should be chosen over the other.

Proposal 5: RAN1 to conclude that functionality-based LCM is the common baseline of the two LCMs and the LCM to start with. Model ID based LCM can be added later when necessity is confirmed by use cases.

Assessment/monitoring of inactive models/functionalities

[bookmark: _Hlk99709641]How to assess or monitor the performance of inactive models was a topic that have been discussed in multiple meetings in the past, including RAN1 meeting #114. 
In RAN1 meeting #113, we have reached the following agreement.
For the purpose of activation/selection/switching of UE-side models/UE-part of two-sided models /functionalities (if applicable), study necessity, feasibility and potential specification impact for methods to assess/monitor the applicability and expected performance of an inactive model/functionality, including the following examples:
· Assessment/Monitoring based on the additional conditions associated with the model/functionality
· Assessment/Monitoring based on input/output data distribution
· Assessment/Monitoring using the inactive model/functionality for monitoring purpose and measuring the inference accuracy
· Assessment/Monitoring based on past knowledge of the performance of the same model/functionality (e.g., based on other UEs)
FFS: Requirements for the assessment/monitoring to be reliable (e.g., sufficient data coverage during evaluation)
FFS: Additional aspects specific to the case where the inactive model has never been activated before, if any.
In RAN1 meeting 114, after a few rounds of offline/online discussions, the final version (not agreed) of the FL proposal reads
· Confirm the necessity of assessment/monitoring of inactive models / functionalities, with the following assumptions as the starting point:
· One way to monitor inactive models/functionalities is by activating them and reusing mechanisms defined for monitoring of active models/functionalities. 
· The following aspects may be considered for further study or in WI to assess the applicability and expected performance of an inactive model/functionality:
· Configuring an AI/ML model for monitoring without activation (monitoring-only mode without reporting predicted beams in BM Case 1 and 2)
· Dataset sharing from the network to the UE for assessment/monitoring of the inactive model/functionality.
· NW may provide performance criteria/preference for UE’s model selection.
· Other aspects are not precluded for further study or specification.
· Target performance may be aligned during model identification, in addition to any RAN4 tests.
At the end, the group failed to confirm the necessity of assessment/monitoring of inactive models/functionalities. 
The only approach most companies agreed is to activate the inactive models/functionalities and run them just like the active models/functionalities, then assess/monitor their performance. However, it would be very costly if inactive models need to be assessed or monitored this way before they can be activated for doing their work. In the case a device (NW or UE) has multiple AI/ML-enabled functionalities, and each functionality can be performed by multiple models, how can the device handle so many active and inactive (but needing assessment or monitoring) models? With the proliferation of the AI/ML applications, this approach will not scale well.
It is our view that each model is trained, validated, and tested before they are deployed to the devices. It is therefore expected to perform well in the environment it has been deployed to (the performance of a generalized model may be worse than that can be obtained in its training environment, but the degradation should not be large; otherwise, the model should not be deployed in the first place). In the extreme case the performance does not meet the KPI requirements, the LCM operation can kick in and do the switching, deactivation, or even fallback operation. It is also our view that the assessment/monitoring of inactive models should be considered as costs/overheads. It should be considered together with the performance gain it can bring to the system. There is no evidence this can provide a reasonable cost-effectiveness; therefore, it is too early to say its necessity can be confirmed.

Proposal 6: RAN1 to conclude that the assessment/monitoring of inactive models/functionalities is not necessary, until the necessity is proved.
Conclusions
In this contribution, we continue to present our views on life cycle management related issues. Based on the discussions in the previous sections, our proposals are as follows.  
[bookmark: _Ref124589665][bookmark: _Ref71620620][bookmark: _Ref124671424]Conclusion 1: Although further definitions of terminologies for functionality may help discussion, with proper understanding of the context during discussion, they are not needed and there should be no standard impact from them.
Proposal 1: In both Type B1 and Type B2 model identification cases, the NW has the control to assign model IDs, if necessary, to the UE-side or UE-part of two-sided models, no matter which side initiates the model identification.
Proposal 2: Once a model is identified, if necessary, via Type A, Type B1 or Type B2, UE capability report can be used for indicating the supported AI/ML model IDs at UE.
Proposal 3: 3GPP to design a single/unified LCM procedure, based on existing procedure(s) and signaling, to support NECESSARY aspects of both functionality-based and model-ID-based LCMs.
Proposal 4:  Additional conditions (e.g., scenarios, sites, and datasets from the NW side, as well as computing power, memory, battery, and other hardware limitations from the UE) needed for determining the applicability of a model’s functionality should be justified by use cases and models used. How to signal these additional conditions from one side to the other also requires further study.
Proposal 5: RAN1 to conclude that functionality-based LCM is the common baseline of the two LCMs and the LCM to start with. Model ID based LCM can be added later when necessity is confirmed by use cases.
Proposal 6: RAN1 to conclude that the assessment/monitoring of inactive models/functionalities is not necessary, until the necessity is proved.
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