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1	Introduction
[bookmark: _Ref178064866]RAN2#123 was the first meeting on which RAN2 discussed the applicability of AIML models/functionalities and whether UE capability reporting could eventually be used for this matter.
In this paper we dig deeper into the above while trying to reinforce and clarify some aspects that were not captured in RAN2’s agreement(s).
2	Discussion
2.1	UE capability reporting
UE capabilities refer to the “abilities”, features of a UE, and functionalities that a UE can support, i.e., like a list of “skills” that a UE possesses. UE capabilities are not autonomously reported, as they are usually exchanged during the initial network registration process or when a device connects to the network.
And while UE capability-related information can change over time, UEs update this information seldomly. For example, when new radio access technology is added or when the UE undergoes a major software/hardware upgrade. Hence, these “adjustments”/updates to UE capabilities cannot really be considered dynamic. And moreover, delta signalling does not apply in the context of UE capability reporting. 
In contrast, and as we dig deeper in Section 2.2., RAN1/2 are interested in study mechanisms according to which a UE can autonomously report to the NW information related to what is “suitable” for a UE’s AIML model(s)/functionality(es) in a given point in time.
Hence, if the goal in RAN2 is to allow UEs to autonomously report information about AIML models/functionalities in eventually a dynamic manner (e.g., potentially after every reconfiguration) while using delta signalling, we should refrain from thinking of “UE capability reporting” as an alternative*.
*Note: from RAN2#123’s discussion, our recollection is that RAN2 reached that sort of understanding, but unfortunately this is not captured in the meeting notes.   
[bookmark: _Toc146870991]RAN2 acknowledges that UE capabilities cannot be used to autonomously report information about a UE’s AIML models/functionalities.
[bookmark: _Toc146870992]We need a procedure eventually allowing to apply delta signalling (in the UL) and capable of coping with the dynamism of AIML models/functionalities. 

Hence, when it comes to AIML for PHY, the UE capability reporting framework should continue to be used as usual and alternatives methods should be studied in case there is a need to indicate changing suitability (or concerning information) of AIML models/functionalities. 
For this reason, we believe that RAN2 simply needs to continue by agreeing the following proposals from [AT123][001][AIML] in R2-2309202 that had full support: 
	Summary for Q1:
· 24/24 company support Proposal 1. Rapporteur assume it is agreeable. 
· 24/24 company support Proposal 2. Rapporteur made small edits to address company concern. So, it is also assumed to be agreeable 

[bookmark: _Hlk146720130]Proposal 1 (24/24): The legacy UE capability framework serves as the baseline to report UE’s supported AI/ML-enabled Feature/FG:
· For CSI and beam management use cases, it is indicated in UE AS capability in RRC (i.e., UECapabilityEnquiry/UECapabilityInformation). 
· For positioning use case, it is indicated in positioning capability in LPP.
Proposal 2 (24/24): RAN2 confirm that stage 3 details of AI/ML-enabled Feature/FG (e.g. granularity of Feature/FG) in legacy UE capability are postponed to discuss in the normative phase.



Note that these address the following FFS captured in RAN2#121bis-e:
	FFS if For UE capability for AIML methods we use the UE capability mechanisms as defined for RRC reported and LPP reported capabilities. 



[bookmark: _Toc146870993]Agree to Proposals 1 and 2 of [AT123][001][AIML] UE capability and applicability conditions (see R2-2309202), i.e.,:
[bookmark: _Toc146870994]1) The legacy UE capability framework serves as the baseline to report UE’s supported AI/ML-enabled Feature/FG.
[bookmark: _Toc146870995]2) RAN2 confirm that stage-3 details of AI/ML-enabled Feature/FG (e.g. granularity of Feature/FG) in legacy UE capability are postponed to discuss in the normative phase.

2.2	Applicability, applicable conditions, additional conditions?
Below we highlight the difference between each of the discussed terms. To do so, let us delve a bit more into it by focusing on the following excerpt from Clause 4.2 in TR 38.843: 
	For UE-side models and UE-part of two-sided models:
-	For AI/ML functionality identification
-	Legacy 3GPP framework of feature is taken as a starting point.
-	UE indicates supported functionalities/functionality for a given sub-use-case.
-	UE capability reporting is taken as starting point.
-	For AI/ML model identification 
-	Models are identified by model ID at the Network. UE indicates supported AI/ML models.
In functionality-based LCM, network indicates activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signalling (e.g., RRC, MAC-CE, DCI). Models may not be identified at the Network, and UE may perform model-level LCM. Whether and how much awareness/interaction NW should have about model-level LCM requires further study. For functionality identification, there may be either one or more than one Functionalities defined within an AI/ML-enabled feature, whereby AI/ML-enabled Feature refers to a Feature where AI/ML may be used. Note: UE may have one AI/ML model for the functionality, or UE may have multiple AI/ML models for the functionality.
For AI/ML functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models, functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability. Correspondingly, functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG. 
After functionality identification, necessity, mechanisms, for UE to report updates on applicable functionality(es) among [configured/identified] functionality(es), where the applicable functionalities may be a subset of all [configured/identified] functionalities are studied. Applicable functionalities/models can be reported by the UE.
In model-ID-based LCM, models are identified at the Network, and Network/UE may activate/deactivate/select/switch individual AI/ML models via model ID. 
For AI/ML model identification and model-ID-based LCM of UE-side models and/or UE-part of two-sided models, model-ID-based LCM operates based on identified models, where a model may be associated with specific configurations/conditions associated with UE capability of an AI/ML-enabled Feature/FG and additional conditions (e.g., scenarios, sites, and datasets) as determined/identified between UE-side and NW-side.
From RAN1 perspective, an AI/ML model identified by a model ID may be logical, and how it maps to physical AI/ML model(s) may be up to implementation. When distinction is necessary for discussion purposes, companies may use the term a logical AI/ML model to refer to a model that is identified and assigned a model ID, and physical AI/ML model(s) to refer to an actual implementation of such a model.
After model identification, necessity, mechanisms, for UE to report updates on applicable UE part/UE-side model(s), where the applicable models may be a subset of all identified models are studied. 



In a nutshell, this passage from the TR allows us to gather the following:
1) Model, functionalities, and LCM alternatives:
From a RAN2 perspective, we see the following (AIML) levels, from the smallest to the most general component:
· Model
· Functionality
· Feature
Where:
· AIML models are the building blocks of AIML functionalities.
· A UE may have one or multiple AIML models for a given functionality.
· There may be either one or more functionalities defined within an AI/ML-enabled feature.
· An AIML-enabled Feature refers to a Feature where AIML may be used.

Hence, the following diagram as an example.
[image: ]

Then, depending on the intended granularity of control/management, an AIML-enabled feature can be handled according to functionalities (i.e., functionality-based LCM), or to models (i.e., model-ID-based LCM).
2) Functionalities and applicability-related information:
For AIML functionalities, we interpret the following. As a baseline, functionalities are identified in UE capabilities and their applicable conditions are also included there.
If for some reason there are changes in the UE’s supported functionalities, RAN2 can study mechanisms for the UE to convey such information, e.g., for the UE to indicate:
a. Whether a functionality or set of functionalities are applicable under the current circumstances (e.g., some functionalities might not be supported any longer due to updates/issues with underlying models, or changing configurations, etc…), or alternatively,
b. The concerning updates / new information related to such functionalities (e.g., the new “applicable conditions”)

3) Models and applicability-related information:
For AIML models, we interpret the following. The model’s applicable conditions can be linked to:
· the model identification/ID (e.g., available meta data, or the mapping/relationship between model IDs and functionalities), plus
· additional conditions (e.g., scenarios, sites, and datasets) that can be indicated by the UE, or determined by the NW.
Then, as done for functionalities above, if model-ID-based LCM is considered, i.e.: RAN2 can study mechanisms for the UE to indicate:
a. Whether a model or set of models are applicable under the current circumstances (e.g., some models might be outdated)
b. The concerning updates / new information related to such models (e.g., the new “applicable conditions”, whether new models are available, whether a model have been updated, etc…)

Then to us, the distinction between applicability, applicable conditions, and additional conditions goes as follows:
	· Applicability: whether at a given point in time a UE-side AIML model/functionality is applicable/suitable to the e.g., scenarios/location/configuration/deployment/etc…
· Applicable conditions: the specific characteristics under which a model/functionality can be setup (i.e., the specific scenarios/location/configuration/deployment/etc…) 
· Evidently, the depth of such characteristics can vary depending on whether the conditions are model- or functionality-oriented.
· Additional conditions: extra information (e.g., scenarios, sites, and datasets) that can be indicated by the UE, or determined by the NW, allowing to understand specific conditions under which the AIML model is applicable/suitable.



We propose RAN2 to acknowledge the above understanding.
[bookmark: _Toc146870996]RAN2 understands the following:
A) Applicability: whether at a given point in time a UE-side AIML model/functionality is suitable to the e.g., scenarios/location/configuration/deployment/etc.
B) Applicable conditions: the specific characteristics under which a model/functionality can be setup (i.e., the specific scenarios/location/configuration/deployment/etc…).
C) Additional conditions: extra information (e.g., scenarios, sites, and datasets) that can be indicated by the UE, or determined by the NW, allowing to understand specific conditions under which the AIML model is applicable/suitable.
[bookmark: _Toc146870997]AIML functionalities are identified in UE capability reporting. Details on how this is achieved is left to stage-3 discussion.
[bookmark: _Toc146870998]For AIML functionalities, applicable conditions can be included in UE capability reporting. For AIML models, applicable conditions can be drawn from model identification and/or any additional conditions indicated by the UE or determined by the NW.

2.3	Indicating applicability-related information
As seen in Section 2.2, RAN2 might need to consider alternatives for the UE to indicate: 
a. When functionalities/models aren’t applicable any longer,
b. New applicable conditions, or additional conditions, for the supported functionalities/models.

There is not much time left of the Study Item. Hence, we strongly believe that, if any, RAN2 should focus on relying on existing mechanisms to do so.
Additionally, as we see it, when focusing on models, their applicability might not appear to be easily characterized. For which it might not be easy to identify the reasons why a model is or not applicable, i.e., what are the model’s applicable conditions(/scenarios)? Are these well-known to the UE? Can these be determined by the NW? RAN2 should keep these questions in mind when discussing solutions and approaches. 
2.3.1	UE Assistance Information
UE Assistance Information can be used by UEs to provide e.g., the (non)applicability of functionalities/models, plus other concerning information (e.g., applicable conditions, “additional conditions”) that could be useful towards understanding what UEs support in a given point in time. One could draw inspiration and consider as an example what is done with “In Device-Coexistence (IDC)”.  
We could think of two approaches to do so:
1. a "reactive” approach, and
2. a “proactive” approach.
On the one hand, a reactive reporting would involve the UE to provide information to the NW upon receiving an action from it, e.g., after being configured with a functionality for which its model is not applicable. A UE reacting to a certain configuration could further translate as a simple indication which informs of no applicability or, in a perhaps more complex manner, point out to the NW which of the configuration aspects are not suitable. For which later the network can decide what to do with the AIML model/functionality (e.g., deactivate/activate, etc…). 
[bookmark: _Toc146870988]A UE can react when being configured by the NW. This can take the form of a very simple indication of the model/functionality that is not applicable/suitable for the given configuration.

While on the other hand, a proactive reporting would involve the UE indicating needs or changes to the network without being prompted. For which RAN2 would then need to consider:
a) How to handle the potential overhead that could be generated, and 
b) How to understand the UE’s message (this could also depend on RAN1/4 input). 
The above are aspects to consider for an eventual WI phase. Hence, the following Proposal. proactive approach would then RAN2 should prioritize considering reactive UE Assistance Information based solutions.    
[bookmark: _Toc134777130][bookmark: _Toc134777129][bookmark: _Toc146870999]UE Assistance Information (UAI) can be used to indicate needs or updates to the applicability of AIML models/functionalities. RAN2 could draw inspiration from In-Device Coexistence (IDC) as an example.
[bookmark: _Toc146871000]For a UAI-based solution, RAN2 identifies reactive and proactive approaches, i.e., the UE reacts to NW’s configuration, or the UE proactively informs the NW of updates/changes to its supported models/functionalities. The reactive approach is prioritized, as for the proactive one there is a need to handle the potential generated overhead, and how to understand/specify the UE’s message (this could depend on other WG’s input).

2.3.2	Embedding information in “RRC Complete” messages
In Rel-16, RAN2 introduced the NeedForGaps indication, which is not included in the capability signaling but instead embedded into the RRCReconfiguration procedure. The way this works is that when the network (re)configures the UE with Scells and/or an SCG, it configures the UE to indicate in its response (i.e., RRCReconfigurationComplete) the inter-frequency measurements for which it requires gaps based on the current configuration. One could describe this as a snapshot of the capabilities that is only applicable in the current situation.
A similar approach could be adopted for our SI, where for example, the NW can configure the UE to indicate the functionalities/models that are applicable to the current situation/scenario. Note that this procedure does not present the issues highlighted for the UAI-based approach, as the NW would explicitly be asking the UE what information to fill in as this is already understood by both, i.e., the NW could explicitly indicate the “target” models/functionalities for which the UE is requested to report some sort of “requirement” information.
[bookmark: _Toc146871001][bookmark: _Toc134777131][bookmark: _Toc134744341]Consider using a NeedForGaps-like approach to indicate the (non)applicability of AIML models/functionalities, i.e., embed the information in “RRC Complete” messages. RAN2 acknowledges that by using such an approach the NW can explicitly indicate the “target” models/functionalities for which the UE is requested to report some information.

[bookmark: _Toc109400796][bookmark: _Toc109400797][bookmark: _Toc109400798][bookmark: _Toc109400799][bookmark: _Toc109400800][bookmark: _Toc109400801][bookmark: _Toc109400802][bookmark: _Toc109400803][bookmark: _Toc109400804][bookmark: _Toc109400805][bookmark: _Toc109400806][bookmark: _Toc109400807][bookmark: _Toc109400808][bookmark: _Toc109400809][bookmark: _Toc109400810][bookmark: _Toc109400811][bookmark: _Toc109400812][bookmark: _Toc109400813][bookmark: _Toc109400814][bookmark: _Toc109400815][bookmark: _Toc109400816][bookmark: _Toc109400817][bookmark: _Toc109400818][bookmark: _Ref189046994]3	Conclusion
In the previous sections we made the following observations: 
Observation 1	A UE can react when being configured by the NW. This can take the form of a very simple indication of the model/functionality that is not applicable/suitable for the given configuration.

Based on the discussion in the previous sections we propose the following:
Proposal 1	RAN2 acknowledges that UE capabilities cannot be used to autonomously report information about a UE’s AIML models/functionalities.
Proposal 2	We need a procedure eventually allowing to apply delta signalling (in the UL) and capable of coping with the dynamism of AIML models/functionalities.
Proposal 3	Agree to Proposals 1 and 2 of [AT123][001][AIML] UE capability and applicability conditions (see R2-2309202), i.e.,:
1) The legacy UE capability framework serves as the baseline to report UE’s supported AI/ML-enabled Feature/FG.
2) RAN2 confirm that stage-3 details of AI/ML-enabled Feature/FG (e.g. granularity of Feature/FG) in legacy UE capability are postponed to discuss in the normative phase.
Proposal 4	RAN2 understands the following: A) Applicability: whether at a given point in time a UE-side AIML model/functionality is suitable to the e.g., scenarios/location/configuration/deployment/etc. B) Applicable conditions: the specific characteristics under which a model/functionality can be setup (i.e., the specific scenarios/location/configuration/deployment/etc…). C) Additional conditions: extra information (e.g., scenarios, sites, and datasets) that can be indicated by the UE, or determined by the NW, allowing to understand specific conditions under which the AIML model is applicable/suitable.
Proposal 5	AIML functionalities are identified in UE capability reporting. Details on how this is achieved is left to stage-3 discussion.
Proposal 6	For AIML functionalities, applicable conditions can be included in UE capability reporting. For AIML models, applicable conditions can be drawn from model identification and/or any additional conditions indicated by the UE or determined by the NW.
Proposal 7	UE Assistance Information (UAI) can be used to indicate needs or updates to the applicability of AIML models/functionalities. RAN2 could draw inspiration from In-Device Coexistence (IDC) as an example.
Proposal 8	For a UAI-based solution, RAN2 identifies reactive and proactive approaches, i.e., the UE reacts to NW’s configuration, or the UE proactively informs the NW of updates/changes to its supported models/functionalities. The reactive approach is prioritized, as for the proactive one there is a need to handle the potential generated overhead, and how to understand/specify the UE’s message (this could depend on other WG’s input).
Proposal 9	Consider using a NeedForGaps-like approach to indicate the (non)applicability of AIML models/functionalities, i.e., embed the information in “RRC Complete” messages. RAN2 acknowledges that by using such an approach the NW can explicitly indicate the “target” models/functionalities for which the UE is requested to report some information.
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